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Abstract: At present, COVID-19 is posing a serious threat to global human health. The features of
hand veins in infrared environments have many advantages, including non-contact acquisition, secu-
rity, privacy, etc., which can remarkably reduce the risks of COVID-19. Therefore, this paper builds an
interactive system, which can recognize hand gestures and track hands for palmvein recognition in
infrared environments. The gesture contours are extracted and input into an improved convolutional
neural network for gesture recognition. The hand is tracked based on key point detection. Because
the hand gesture commands are randomly generated and the hand vein features are extracted from
the infrared environment, the anti-counterfeiting performance is obviously improved. In addition,
hand tracking is conducted after gesture recognition, which prevents the escape of the hand from the
camera view range, so it ensures that the hand used for palmvein recognition is identical to the hand
used during gesture recognition. The experimental results show that the proposed gesture recognition
method performs satisfactorily on our dataset, and the hand tracking method has good robustness.

Keywords: infrared environment; hand gesture recognition; hand tracking; palmvein recognition

1. Introduction

The applications of biometrics are becoming more and more extensive [1]. How-
ever, due to the impact of the COVID-19, some biometric modalities are facing many
challenges [2]. For example, traditional applications of face recognition require users to
remove masks [3]. Some biometric applications are less affected by COVID-19, such as
non-contact hand-based biometrics [4,5], which is a popular modality due to its many
obvious advantages [6,7]:

• Abundant discriminative information: The hand area is large and contains rich dis-
criminative information with a high recognition accuracy;

• Few restrictions: The hand image can still be clearly recognized in low resolution, and
even if the palm or fingers are slightly abraded, the accuracy and performance are still
satisfactory;

• Low cost: A low-resolution camera can meet the resolution requirement;
• Strong privacy: It is not easy to collect a user’s complete hand information without

his/her authorization;
• High user acceptance: Hand features can be collected in non-contact mode, thus

avoiding many problems associated with contact collection.

Palmvein recognition is an important hand biometric modality used in infrared envi-
ronments [8,9], which has more advantages [10]:

• Small illumination effect: In the infrared environment, the interference of the illumina-
tion difference is smaller than that in the visible environment;

• Strong liveness detection: The infrared camera can take images of human veins, which
can pass through the skin tissues of the human body for liveness detection;
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• Difficult abrasion and forgery: As the veins of the human body belong to the internal
physiological characteristics, they are usually hidden under the epidermis of the
human body, and there is basically no abrasion. Therefore, it is very difficult to
forge veins;

• Few restrictions: The recognition accuracy is less affected by the scars and dirts on the
hand surface.

At present, most studies are focused on improving the accuracy and robustness of
palmvein recognition, but do not attach enough importance to anti-counterfeiting [11,12].
This paper aims to further improve anti-counterfeiting during palmvein recognition. We
build an interactive system, which can recognize hand gestures and track hands for
palmvein recognition in infrared environments. Usually, illegal users try to steal gen-
uine users’ biometric images to impersonate their identities [13,14]. If the hand is required
to make an “unpredictable” gesture, an illegal user cannot use a simple fake palmvein
tool to pass the authentication test, because a simple tool cannot make a gesture like a real
hand. Even if an illegal user can make a tool that has a certain hand gesture, he/she cannot
predict the gestures commanded during authentication. Thus, this paper further improves
the palmvein anti-counterfeiting method.

The contributions of this paper are summarized as follows:

• A hand gesture recognition algorithm is developed in infrared environment. Firstly,
the hand gesture contours are extracted from infrared gesture images. Then, a deep
learning model is used to recognize the hand gestures from these contours;

• A hand tracking algorithm is developed in an infrared environment, which is based
on the detection of key points. Hand tracking is conducted after gesture recognition,
which prevents the escape of the hand from the camera view range, so it ensures that
the hand used for palmvein recognition is identical to the hand used during gesture
recognition.

The rest of this paper is organized as follows: The works related to gesture recognition
and hand tracking are reviewed in Section 2. The proposed methods for gesture recognition
and hand tracking ares specified in Section 3. The experimental results are provided in
Section 4. In Section 5, we conclude this work and elaborate on future improvement plans.

2. Related Works

Hand gesture recognition in an infrared environment has many advantages compared
with methods using a visible environment. The hand gesture recognition in this paper is
conducted in an infrared environment. Some researchers have used both a visible light
environment and an infrared environment for hand gesture recognition. In 2014, Erden and
Çetin proposed a multi-mode hand gesture detection and recognition system [15]. They
used both infrared and visible environment information. In 2021, Yu et al. used reflected
visible and infrared light signals for hand gesture recognition [16]. The simultaneous
use of visible and infrared environments can enhance the system’s robustness. However,
sometimes, the two-camera mode results in difficulties with system development and
additional costs.

Recently, as devices for collecting hand gesture information, Microsoft Kinect (MK) and
the Leap Motion Controller (LMC) are becoming popular [17,18]. Kumar et al. proposed a
multi-sensor fusion method based on the Hidden Markov Model (HMM) and Bidirectional
Long Short-Term Memory Neural Network (BLSTM-NN), which combines MK and LMC to
improve the performance of hand gesture recognition [19]. Special devices are not always
available. Typically, a camera (a visible or infrared camera) is more cost-effective and has
higher user acceptance.

In recent years, deep learning has been widely used [20,21]. As a result, most advanced
gesture recognition methods are based on deep learning. In 2021, Mujahid et al. proposed
a lightweight hand gesture recognition model based on YOLO (You Only Look Once) v3
and DarkNet-53 [22]. Qi et al. proposed the Long Short-Term Memory Recurrent Neural
Network (LSTM-RNN) for multiple hand gesture classification [23]. With the advent of
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the big data era, deep learning methods commonly have higher accuracy than traditional
methods [24].

Typically, fusion can effectively improve the accuracy [25] and achieve higher anti-
counterfeiting, high versatility, and strong robustness [26,27]. In 2022, Sahoo et al. proposed
an end-to-end fine-tuning method of the pre-trained Convolutional Neural Network (CNN)
model with score-level fusion for hand gesture recognition [28].

The above works are summarized in Table 1.

Table 1. Methods of hand gesture recognition.

Ref. and Year Data Method

[15] 2014 Infrared + Visible light Winner-take-all Hash
[16] 2021 Infrared + Visible light K-nearest-neighbors
[17] 2017 MK Dynamic Time Warping
[18] 2019 LMC Support Vector Machine
[19] 2017 MK + LMC HMM + BLSTM-NN
[22] 2021 Visible light YOLO v3 + DarkNet-53
[23] 2021 LMC LSTM-RNN
[28] 2022 MK CNN with score-level fusion

The system designed in this paper focuses on improving the anti-counterfeiting perfor-
mance for subsequent palmvein recognition. It must track the hand to ensure that the hand
used for palmvein recognition is identical to the hand used during gesture recognition.
Hand tracking is mostly considered together with hand gesture recognition [29]. In 2013,
Kulshreshth et al. described a framework of real-time finger tracking technology using MK
as an input device [30]. After that, some hand tracking studies were based on the LMC,
such as Houston et al.’s method [31] and Ovur et al.’s method [32].

In addition to MK and LMC, some other special sensors have also been used for hand
tracking. In 2019, Nonnarit et al. proposed a virtual reality interactive interface for hand
tracking based on Magnetic, Angular-Rate, & Gravity (MARG) sensors [33]. They used a
set of infrared video cameras and MARG modules embedded in the users’ gloves. Santoni
et al. proposed a hand tracking system based on magnetic positioning [34]. They installed a
magnetic node on each fingertip and two magnetic nodes on the back of their hands. They
used a fixed array of receiving coils to detect magnetic fields and inferred the position and
direction of each magnetic node from them.

In addition to using special equipment, some researchers used videos captured with
cameras for hand tracking. Mueller et al. combined CNNs with kinematic 3D hand models
to solve the real-time 3D hand tracking problem based on monocular RGB sequences [35].
Their method is robust to occlusion and different camera viewpoints. Han et al. pro-
posed a real-time hand tracking system that can generate accurate and low jitter 3D hand
movements using four fisheye monochrome cameras [36]. The system leveraged a neural
network architecture to detect hands and estimate the positions of key points in the hands.

This paper focuses on hand gesture recognition in an infrared environment, rather
than in a visible light environment. In addition, hand tracking is used as a bridge to connect
hand gesture recognition and palmvein recognition. The proposed method can improve
the security and anti-counterfeiting of palmvein recognition remarkably.

3. Methodology

Our work can be summarized as shown in Figure 1. It is worth noting that the purpose
of this paper is to improve the anti-counterfeiting characteristics of palmvein recognition
through gesture recognition and hand tracking, rather than to propose a new palmvein
recognition method.
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Figure 1. Our work.

This paper designs and implements an interactive system with two functions, namely
hand gesture recognition and hand tracking. The system obtains real-time video from an
infrared camera and provides a random gesture instruction to an user. The user needs
to make a corresponding hand gesture in front of the infrared camera according to the
instructions. After the system recognizes the correct hand gesture of the user, it will
call the hand tracking function. During the operation of the hand tracking function, the
user’s hand is required to be within the camera view range until palmvein recognition is
completed. Otherwise, the user is regarded as an illegal user by the system, who attempts
to impersonate someone else’s identity using a forged palmvein.

For the gesture recognition function, this paper obtains a network model after data
acquisition, pre-processing, gesture contour extraction, and training. Through this network,
the system can recognize whether the user’s gestures comply with the instructions. For
the hand tracking function, the hand key points are detected in each frame. The specific
contents mentioned above are detailed in the following sections.

3.1. Data Acquisition

The infrared camera used for image acquisition is shown in Figure 2. It consists of
a USB plug, a data cable, and a camera equipped with two rows of infrared fill-in lights.
The USB plug and data cable are used to connect the camera to the computer. Two rows of
infrared fill-in lights are used to provide an infrared environment.

Figure 2. Infrared camera used for image acquisition.

The dataset includes 10 gestures, and 100 images are collected for each gesture. The
10 hand gesture types are shown in Figure 3. Detailed descriptions of the gestures are
shown in Table 2.
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Figure 3. Ten hand gesture types. (a) Only straighten the index finger. (b) Only straighten the index
finger and the middle finger. (c) Only bend the thumb and the little finger. (d) Only bend the thumb.
(e) Five fingers straight and separated. (f) Five fingers straight and together. (g) Only bend the thumb
and the middle finger. (h) Only bend the thumb and the ring finger. (i) Only bend the thumb and the
index finger. (j) Only straighten the index finger and the little finger.

Table 2. The descriptions of the gestures. “S” means straight. “B” means bent.

Gesture
Fingers

Distance of Fingers
Thumb Index Middle Ring Little

a B S B B B
b B S S B B
c B S S S B
d B S S S S
e S S S S S Separated
f S S S S S Together
g B S B S S
h B S S B S
i B B S S S
j B S B B S

3.2. Pre-Processing

When a hand gesture image is captured in the infrared environment, a user’s hand is
usually placed in the middle of the shooting area. In order to reduce the background on
the left and right sides, the original 640× 480 images are cropped to 480× 480.

Each image is rotated nine times at a random angle to augment the dataset. In addition,
the angle of the user’s hand placement can be flexible and unfixed. Each rotation angle
is between −30° and 30°. The rotated image is added into the dataset. In addition, all
images are flipped horizontally and added into the dataset. All captured gesture images
are right-hand gestures, and their flipped images can be seen as left-hand gestures. In
this way, the gesture recognition model can recognize both left and right hand gestures
simultaneously. The augmented dataset includes 20,000 hand gesture images in the infrared
environment (10 classes, 2000 images for each class).

3.3. Gesture Contour Extraction

The gesture contour extraction method extracts hand gesture contours from infrared
images with pure backgrounds. Firstly, the original images are binarized. There is a bright
spot on the background caused by the infrared fill-in light, so the overall brightness of
the images is uneven. Therefore, adaptive threshold binarization is used. The adaptive
threshold binarization is defined as:

fs(n) =
s−1

∑
i=0

pn−i (1)
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T(n) =

{
0, i f pn > fs(n)

s − c
maxValue, otherwise

(2)

n is the center pixel of the sliding window, and its gray value is pn. fs(n) represents the
sum of the gray values of s pixels near n. T(n) is the binary result of n. c = 2, s = 11× 11,
maxValue = 255.

Then, the median filter is used to smooth the binary images. The median filter is
defined as:

g(x, y) = Med{ f (x− i, y− j)}, (i, j) ∈ S (3)

g(x, y) and f (x, y) are gray values. Med{ f (x− i, y− j)} represents the median from the
set of f (x− i, y− j). The size of the filter window S is 9× 9. The smoothed images are
gesture contours.

3.4. Network Architecture

Supported by a large amount of trainable data, deep learning methods commonly per-
form better than traditional methods [37,38]. ResNet-34 is a commonly used deep learning
model for image classification tasks [39]. It solves the vanishing gradient and exploding
gradient problems by introducing residual blocks [40]. Considering the good performance
and low complexity of ResNet-34, this paper uses ResNet-34 as the backbone network.

The channel attention mechanism enables the model to learn the channel weights,
which emphasizes the significant features with large weights while suppressing the unim-
portant features with small weights; therefore, it improves the model’s performance [41].
The Squeeze-and-Excitation Network (SENet) is a commonly used channel attention mech-
anism [42]. The core part of the network, namely the Squeeze-and-Excitation (SE) block, is
shown in Figure 4. The block consists of a global average pooling layer, two full connection
(FC) layers, and two activation functions (ReLU and Sigmoid).

Figure 4. SE block.

This paper embeds the SE block in ResNet-34, as SE-ResNet-34, to enable the ResNet-
34 to learn channel weights to improve the model’s performance. The architecture of
SE-ResNet-34 is shown in Figure 5. In this paper, the SE block is independent of the
residual block, rather than being embedded in the residual block. We embed the SE block
after each residual block, so that the network can learn the channel weights of the output
features of each residual block. Due to there being only 10 types of gestures in the dataset,
the output dimension of the last layer of the network is changed to 10.

Figure 5. Architecture of SE-ResNet-34.
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3.5. Hand Tracking

The purpose of hand tracking is to prevent the hand from escaping, so as to ensure
that the user’s hand is within the camera view range at all times. This can avoid the
situation where illegal users use their own hands for gesture recognition and fake palmveins
for palmvein recognition, which ensures that the hand used for palmvein recognition is
identical to the hand used for gesture recognition.

Google’s MediaPipe model can detect 21 hand key points and locate them [43], which
is used for hand tracking. When the key points can be successfully detected, the hand is
considered to be successfully detected. Then, hand detection is conducted in each frame
for hand tracking. As long as the hand is not detected in two consecutive frames, it is
considered that the hand has escaped from the camera view range. The robustness of this
algorithm is excellent [44,45]. Even if some fingers exceed the infrared camera view range,
the algorithm can still work. In other words, the system can tolerate a small part of the
hand leaving the camera view range.

3.6. Interactive System

The PyQt5 framework is used to build the interactive system [46,47]. The interactive
system includes two image display windows, two buttons, and some text. The first image
display window shows the first image of a hand gesture class randomly selected by the
system from the dataset. The second image display window shows the real-time video
captured by the infrared camera. In order to avoid the second image display window being
stuck when the system is recognizing the gesture, two threads are added into the interactive
system, which are responsible for hand gesture recognition and hand tracking, respectively.
They can return Signal 0 or Signal 1 to the interactive system.

When the hand gesture recognition starts, Thread 1 is called. The current frame in the
video stream is intercepted, and put into the trained network for prediction. The gesture
class of the prediction result is compared with the gesture class selected by the system.
When they are the same, Signal 1 is returned, which confirms that the user’s hand gesture
is right. If they are different, the above steps are repeated. After the above steps have been
repeated five times, when Signal 1 is still not returned, the user’s hand gesture is wrong
and Signal 0 is returned.

After the hand gesture recognition is correct, the system prompts the user to open
the palm and fingers to prepare for palmvein acquisition. At the same time, Thread 2 is
called for hand tracking. When the hand can be continuously detected, Signal 1 is always
returned. When the hand is not detected, Signal 0 is returned and the user is prompted by
the interactive system that his/her hand has left from the infrared camera view range.

4. Results
4.1. Gesture Contour Extraction

Figure 6 shows the hand contour extraction results. The first image in the dataset is
taken as an example. After the original image has undergone adaptive threshold binariza-
tion, the contours of the hand can be clearly seen on the image. However, there is still some
noise left in the image at this time. After being smoothed through median filtering, this
noise is removed. At this point, only the contours of the hand are retained in the image.
Inputting these images, which only retain the contours of the hand, into the network can
enable the network to better learn gesture features.

4.2. Accuracy

The method used in this paper is compared with some typical deep learning networks,
including the typical CNN, Visual Geometry Group (VGG) [48], GoogLeNet [49], ResNet-
34, typical CNN with embedded SE block (SE-CNN), three versions of ConvNeXt [50],
FasterNet [51], and ResNet-18 with embedded SE block (SE-ResNet-18).

In order to better compare the learning ability of the networks for our dataset, some
parameters are set in advance. The setting of the initial learning rate requires the considera-
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tion of the model’s complexity and dataset size. After hyperparameter tuning, the initial
learning rate is set to 0.0001. The optimization algorithm is Adam. The loss function is
cross entropy. The dataset is divided into a training set and a test set with a ratio of 8:2. The
number of epochs is 20.

Table 3 shows the accuracy results of the networks. The accuracy of our network is the
highest. Therefore, our network is selected as the hand gesture recognition network.

Figure 6. Gesture contour extraction. (a) Adaptive threshold binarization. (b) Median filtering.

Table 3. Accuracy comparison of networks.

Network Accuracy

CNN 82.175%
VGG-16 [48] 92.675%

GoogLeNet [49] 89.800%
ResNet-34 [40] 91.725%

SE-CNN 90.950%
ConvNeXt-T [50] 96.100%
ConvNeXt-S [50] 98.625%
ConvNeXt-B [50] 99.300%

FasterNet [51] 97.775%
SE-ResNet-18 98.175%

SE-ResNet-34 (Ours) 99.425%
Bold represents the best accuracy and its corresponding network.

4.3. System Implementation

The initial interface of the implemented interactive system is shown in Figure 7. In
this paper, an infrared fill-in light is used to provide an infrared environment, so, in the
real-time captured image on the right in the initial interface, a bright spot can be seen in
the center of the image. When a user’s palmvein is captured, it is necessary to control the
distance between the hand and the camera to ensure that the entire palm can be captured.

Figure 7. The initial interface.
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After the “start” button has been clicked, a hand gesture sample is randomly selected
by the system and displayed, as shown in Figure 8. All hand gesture samples are the first
images from all gesture classes in the dataset.

Figure 8. Identifying.

Then, the user starts to display his/her hand gesture in front of the camera, and the
system starts to recognize the gesture. If the user does not make the correct hand gesture
after a period of time, the interface will prompt “Wrong gesture”. And, the interface will
prompt the user to restart by clicking the “Start” button, as shown in Figure 9.

Figure 9. The hand gesture is wrong.

If the system recognizes that the user’s hand gesture is correct, it will prompt the user
with “Open your hand” (prepare for palmvein acquisition), as shown in Figure 10.

Figure 10. The hand gesture is correct.

Then, the system starts to track the hand. If no hand is detected in two consecutive
frames, the words “Do not leave” will appear on the interface, as shown in Figure 11. If the
user wants to continue to use the system, he/she needs to click the “Start” button again.
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Figure 11. Hand escape.

If the hand does not escape from the camera view range and the user places his/her
hand correctly for palmvein acquisition, the system starts to recognize the palmvein. When
the system recognizes the user’s identity, the word “Welcome!” appears, and the user’s
identity is displayed. Figure 12 shows that User 1 passes the authentication test.

Figure 12. The recognition result of legal user’s (User 1’s) palmvein.

When the user’s palmvein cannot be recognized as a genuine user’s palmvein, he/she
cannot pass the authentication test, and the words “Sorry” and “No such person” appear,
as shown in Figure 13.

Figure 13. The recognition result for the illegal user’s palmvein.

To validate the performance of the implemented interactive system, this paper con-
ducts some experiments using the completed system:

1. This paper conducts 30 experiments to validate the performance of the gesture recog-
nition function. In 20 experiments, the users follow the system’s instructions and
make the correct gestures. In the other 10 experiments, users intentionally violate the
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system’s instructions and make incorrect gestures. In a total of 30 experiments, the
accuracy of the system’s judgment on gesture recognition is 100%.

2. This paper also conducts 30 experiments to validate the performance of the hand
tracking function. In 20 experiments, the users’ hands intentionally leave the camera
view range before palmvein recognition. In the other 10 experiments, the users’
hands remain within the camera view range until the palmvein recognition has
been completed. In the first 20 experiments, the corresponding time taken by the
system for the user’s hand to leave the camera view range is less than 1 s. In the last
10 experiments, the system successfully judges that the users’ hands remain within
the camera view range and do not leave.

The experimental results show that the interactive system implemented in this paper
performs well and all functions can operate normally.

5. Conclusions and Future Work

This paper designs and implements an interactive system that achieves hand gesture
recognition and hand tracking functions in an infrared environment. The application value
of this system lies in the combination with palmvein recognition, which obviously improves
the anti-counterfeiting performance during palmvein recognition. It can greatly reduce
the possibility of forged palmveins, which can seriously threaten palmvein recognition
systems. The hand gesture recognition implemented in this paper occurs against a pure
background. In the future, we will improve the method by using a complex background.
In addition, more different kinds of gestures will be collected to increase the diversity of
the hand gestures.
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