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Abstract: Efficient and accurate classification of the microseismic data obtained in coal mine pro-
duction is of great significance for the guidance of coal mine production safety, disaster prevention
and early warning. In the early stage, the classification of microseismic events relies on human
experiences, which is not only inefficient but also often causes some misclassifications. In recent
years, the neural network-based classification method has become more favored by people because
of its advantages in modeling procedures. A microseismic signal is a kind of time-series signal
and the application of the classification method is widely optimistic. The number and the balance
of the training data samples have an important impact on the accuracy of the classification result.
However, the quality of the training data set obtained from the production cannot be guaranteed. A
long short-term memory (LSTM) network can analyze the time-series input data, where the image
classification at the pixel level can be achieved by the fully convolutional network (FCN). The two
structures in the network can not only use the advantages of the FCN for extracting signal details but
also use the characteristics of LSTM for conveying and expressing the long time-series information
effectively. In this paper, a time-series data enhancement combination process is proposed for the
actual poor microseismic data. A hybrid FCN-LSTM network structure was built, the optimal net-
work parameters were obtained by experiments, and finally a reasonable microseismic data classifier
was obtained.

Keywords: deep learning; microseismic data classification; data enhancement; FCN-LSTM network

1. Introduction

Hydrofracturing microseismic monitoring is a technique which images the volume
of rock stimulated by hydraulic fracturing [1–3]. This technique also has been extensively
applied to oil and gas reservoir dynamic monitoring since the 1960s [4–7]. In the micro-
seismic monitoring process, except for the microseismic events generated by reservoir
fracturing, the microseismic events generated by the activation of primary fractures may
also be recorded [8–10]. The microseismic monitoring technique also plays a particularly
important role in coal mines [11–15], in which uses the signals emitted in the coal or rock
fracture process to proceed the mechanical stability analysis of coal or rock material and
the associated rock structure. This technique is a real-time, dynamic, and continuous
geophysics method [16–19].

Accurate and quick microseismic data classification in coal mine production is of great
significance for the guidance of the safety and early warning of coal mine production. In
recent years, classification methods based on machine learning have become popular in
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modeling procedures. Long short-term memory (LSTM) is a special type of recurrent neural
network (RNN), which can be used to analyze the time-series input data. LSTM can obtain
the long-term dependence information and solve the long-term dependence problem in
neural networks [20,21]. It can deal with the gradient vanishing or gradient explosion
problems [22]. The way to overcome gradient exploding is gradient clipping, meaning that
when the gradient exceeds threshold c or is less than threshold −c, the gradient is set as c
or −c, where c is a constant. It is widely used in natural language processing (NLP) and
temporal signal prediction and classification [23–25]. Therefore, the microseismic signal is a
kind of temporal signal, and LSTM has great potential in microseismic signal classification.

A fully convolutional network (FCN) achieves image classifications at pixel level, solving
the semantic-level image segmentation problem. Different from the classic CNN, the FCN
can use input images of any size. It can upsample the feature map of the last volume layer,
and then restore it to the same size as the input image through a deconvolution layer. Thus,
a prediction can be generated for each pixel, while retaining the spatial information of the
original image. Finally, parity is used to classify pixels in the upsampled feature map.

A successful neural network requires many parameters, which are obtained by many
training data sets in the training process. The training process constantly iterates the
training model and finally achieves a required neural network [26]. As a common data
expansion technique, data enhancement is crucial for deep learning training models [27],
which can effectively avoid model overfitting caused by small training sets [28].

Researchers have already noticed that the unbalanced distribution of data samples in
the training data set will adversely affect the trained classifier [29]. These events ignored
by the neural network lead to an incorrect classification result [30]. Many scholars have
proposed some data enhancement methods, such as adding a random linear bend in
the frequency domain, which enhances sound timing signals to achieve sound signal
recognition [31]. Data sparsification without changing labels can be used for modeling of
deep neural networks [32]. Reducing the original signal speed, adding noise, time and
space/rotation distortions, and transformation of the feature domain can also realize the
data enhancement [33–36].

Aiming at the collected small microseismic data sets and the unbalanced distribution of
samples, this paper proposes a series of combination methods to achieve data enhancement
and sample distribution balance to obtain the usable training data sets. The application
of an FCN-LSTM network for classification in microseismic signals is also proposed in
this paper. The reasonable parameters were obtained with multiple network training
experiments, and the accuracies of the testing data set and validation data set are already
over 90%. It is proved that the FCN-LSTM network is suitable. Based on the above, the
proposed method can obtain a highly available network model under small and uneven
distributed microseismic data sets and complete the real-time classification of microseismic
events with high accuracy.

2. Data Enhancement

The original training set data in this paper comes from the recorded field microseismic
waveform in the tunneling process of a working face in Xingdong Mine of Jizhong Energy
Group from October 2018 to April 2019. After identification and classification, the data
set contains three classes of microseismic signals, the typical waveforms of each class are
demonstrated in Figure 1, and the numbers of each class are 2319, 361, and 314.

The three classes of events are groundwater movement, continuous rupture of coal
seam, and tectonic activation-induced microseismic events.

It is observed that there are two problems when the data set is used as the training set
data. On the one hand, the total number of training set samples is relatively small. On the
other hand, the distribution is very unbalanced: the number of samples of the first class of
data is large, and the number of samples of the other two types of data is relatively small,
so the ratio of the three classes is close to 7:1:1. It is very difficult to obtain a classifier with
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high accuracy using these training data. The role of data enhancement is mainly reflected
in two aspects:

1. Increase the amount of training data to improve the generalization ability of the model.
2. Increase the noise data to improve the robustness of the model.

We designed the following process to achieve the purpose of data augmentation:

1. Bandpass filtering.
2. Upsampling.
3. Window warping and window slicing.
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Figure 1. Schematic of three typical waveforms in the original training set.

2.1. Bandpass Filter

The dominant frequency distribution of the field data is shown in Figure 2. The
dominant frequency of the effective signal is below 180 Hz. The purpose of the bandpass
filter is to increase the number of training sets and prepare for upsampling. Figure 3
illustrates the waveform and spectrum of an example sample, whose label is 3, which has a
time sampling interval of 0.2 ms and a length of 4000 sampling points.
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According to the spectrogram, the original waveform recording contains a lot of high-
frequency noise. Bandpass filtering is used to improve the SNR and realize the purpose
of increasing the number of training set samples. Figure 4 illustrates the waveform and
spectrum after bandpass filtering. The comparison of Figures 3 and 4 illustrates that
bandpass filtering does not change the label of the waveform.
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Figure 4. Waveform and spectrum after bandpass filtering. (a) is the waveform of signal after
bandpass filtering, (b) is the spectrum of signal after bandpass filtering.

After bandpass filtering all the training data once, the number of samples is doubled:

Nn1 = 2 × N0 = 2 × 2994 = 5988 (1)

where N0 and Nn1 are the total number of samples in the training data set before and after
bandpass filtering, respectively. The number of samples of each class is doubled, but the
ratio of the three classes is still close to 7:1:1, and the balance is not improved.

2.2. Upsampling

Sampling is a method that transforms the training set from an imbalanced data set to a
balanced data set. The class with more samples in the data set is called the “popular class”,
and the class with fewer samples is called the “minority class”. In the original training set
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used in this paper, the first class of data can be called the “popular class”, and the other
two types of data can be called the “minority class”.

The operation of making multiple copies of the minority class is called upsampling,
and the operation of taking a partial sample from the popular class is called downsampling.
Both sampling methods have their own shortcomings: some samples will appear repeat-
edly in the data after upsampling, and the trained model will have a certain over-fitting.
Downsampling, on the other hand, loses some data, and the resulting model is only a part
of the overall model. To avoid duplicate samples during upsampling, we can add some
slight perturbations (random noise) to the newly generated samples to improve the balance
of the data set without overfitting.

The next step is to verify the effect of adding noise on the sample labels. The bandpass-
filtered signal is regarded as the effective signal, and the residual between the original
signal and the effective signal is regarded as the noise. The SNR of the sample can be
calculated by using the following equation.

SNR =10lg

N
∑

i=1
S(i)2

N
∑

i=1
N(i)2

(2)

As for the waveform example, the original SNR =11.35. Then, Gaussian noise of
certain energy is added to the filtered effective signal (the final SNR should be different
from the SNR of the original signal), where the SNR is set as SNR = 5, and then new sample
data are obtained. The waveform and spectrum of the new sample are shown in Figure 5.
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the spectrum.

The comparison of Figures 4 and 5 illustrates that adding Gaussian noise does not
change the kind of waveform, and the method of increasing the number of samples by
adding noise to the signal is correct.

To balance the data set, in the upsampling process, the bandpass-filtered samples of
class 2 and class 3 are upsampled and injected with Gaussian noise of different energy four
times according to the original SNR. The SNR of the events in class 2 and class 3 after noise
injection is 2 dB, 3 dB, 4 dB, and 6 dB lower than the original SNR, respectively.
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The number of training events at this time is as follows:

Nn2 = Nn1 + 4 × (N2 + N3)
= 5988 + 4 × (361 + 314)
= 8688

(3)

The numbers of samples of various classes in the training set at this time are 4638,
2166, and 1884. After upsampling and adding noise, the data ratio of various types in the
training set is close to 23:11:9, and the data balance has been greatly improved. The total
number of samples in class 1 is still larger than the other two classes, therefore the balance
still needs to be further improved.

2.3. Window Warping and Window Slicing

Window slicing is a commonly used data augmentation technique in the field of
image recognition [37,38] which randomly selects image patches with fixed size but smaller
than the original image as the training set. And it was introduced into time-series signal
data augmentation intercepting time slices of specific length from time-series signals and
classifying them at the slice level [39]. The size of the slice window is a key parameter in
the window slicing.

Figure 6 demonstrates the diagram of the window slicing. Here, Figure 6b,c are the
corresponding signal slices inside the red and blue boxes in Figure 6a, and the slice lengths
are 75% and 87.5% of the original signal, respectively. Figure 6 clearly shows that each slice
extracted from the same signal will be assigned the same label as the original signal.
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Window warping is a unique data augmentation technique for time series signals [31].
This method speeds up or slows down (deceleration or acceleration) the time-series signals
in the slice window to achieve the enhancement of time-series data. A schematic diagram of
the window warping method is shown in Figure 7. In the example, the slice window length
is 400 (10% of the original signal length) and the warping rate σ is 2 and 0.5, respectively.
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The length of the slice window and the warping rate are two parameters that affect the
results of the window warping method. The relationship between the length of the timing
signal after transformation and the length of the slice and the warping rate is determined.

Nnew =

{
Nori + (σ − 1)× N , σ < 1
Nori + (N − 1)× σ + 1 , σ > 1

(4)

where Nnew is the transformed signal length, Nori is the original signal length, N is the
slice length, and σ is the warping rate. We refer to the transformation process when the
warping rate is greater than 1 as deceleration and to the transformation process when the
warping rate is less than 1 as acceleration. Acceleration and deceleration also have different
effects on the length of the signal: deceleration will increase the length of the signal, while
acceleration will decrease it.

Window warping generates time series of different lengths, whereas machine learning
requires the input data to be of the same size. To solve this problem, we can slice the
transformed timing signal to keep it the same length.

By combining the window slicing and window warping, we can further increase the
number of training samples. In this paper, we first use the window warping method to
enhance the timing signal after upsampling, and then use the slice window method to
extract fixed-length signal segments.

Here, the combination of three pairs of warping window length and warping degree
is selected to perform warping operation on the original timing signal. The combination is
shown in Table 1.

Table 1. The combination of warping window length and warping ratio.

Warping window length 200 300 500

Warping 5 4 3

The timing signals of different lengths after warping are sliced so that the length
of all segments is 4000. For the transformation results corresponding to each parameter
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combination, the signal with label 1 is sliced once, and the other two types of samples are
sliced twice. The total number of samples is as follows:

Nn3 == 3 ∗ 4638 + 6 ∗ 2166 + 6 ∗ 1884 = 38214 (5)

Currently, the numbers of samples of various types in the training set are 13,914,
12,996, and 11,304. The proportion of samples of various types is close to 1:1:1. Not only
is the number of sample sets greatly increased but also the distribution balance is greatly
improved, which can be used in the training set data of neural networks.

3. FCN-LSTM

Here, we try to add a convolution layer before the LSTM network, to build a hybrid
network structure, and study its feasibility for the automatic classification for the microseis-
mic signals. Figure 8 shows the structure diagram of the FCN-LSTM network containing
one convolutional layer.
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In the process of network training, we randomly select 20% and 10% from the train-
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ing results of this network are shown in Table 2. This training takes 9 min and 26 s for 
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The network structure and some training parameters are set as follows:

1. The input layer: time series of length 4000.
2. The convolution layer: 32 convolution kernels of size 7×1.
3. The LSTM layer: 32 hidden units.
4. Dropout: 0.1.
5. The initial learning rate: 0.0001.
6. Learning rate schedule: piecewise.
7. Shuffle: once.
8. Gradient threshold: 0.8.
9. Max epochs: 30.
10. Mini-batch: 128.
11. Validation frequency: every 50 iterations.

In the process of network training, we randomly select 20% and 10% from the training
set obtained in the previous section as the validation set and the test set, respectively.
To eliminate the interference of other factors in the results of machine learning as much
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as possible, the same graphics card is used to train the related networks. The partial
training results of this network are shown in Table 2. This training takes 9 min and 26 s for
6270 iterations. The final accuracy and final loss for the training set are 81.25% and 0.5329,
respectively. The final accuracy and final loss for the validation set are 82.21% and 0.4892,
respectively. It can be found that the final model trained by this network is convergent, and
the accuracy of the training set and the validation set has even exceeded 80%, which can
already be regarded as a relatively accurate model.

Table 2. Partial training results of network.

Number of
Convolutional

Layers

Max
Epoch

Interation
Number

Time
Taken

Final
Accuracy of
Training Set

Final Accuracy
of Validation

Set

Final Loss of
Training Set

Final Loss of
Validation Set

1 30 6270 0:09:26 81.25% 82.21% 0.5329 0.4892

Figure 9 is the variation curves of accuracy and loss of the training set and validation set
during the training of the neural network. These curves indicate that the model obtained by
training is convergent. It is feasible to use the FCN-LSTM network to realize the automatic
classification of microseismic events.
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Next, we study the influence of the number of convolution layers on the final model
through experiments. The numbers of convolution layers are 3, 5, and 7, the size of each
convolution kernel was 7 × 1, and the number of convolution kernels in each layer of
the three-layer convolution structure was 32, 16, and 32, respectively. The number of
convolution kernels in each layer of the five-layer convolutional structure is 32, 16, 8, 16,
and 32, respectively. The number of convolution kernels in each layer of the five-layer
convolutional structure is 32, 24, 16, 8, 16, 24, and 32, respectively. The network structure is
demonstrated in Figure 10.

Except for the number of convolutional layers and the number of epochs, the other
training parameters of the three network structures were consistent with the network
with one fully convolutional layer. The partial training results of three different network
structures are shown in Table 3.
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Table 3. Partial training results of three networks.

Number of
Convolutional

Layers

Max
Epoch

Interation
Number Time Taken

Final
Accuracy of
Training Set

Final Accuracy
of Validation

Set

Final Loss
of Training

Set

Final Loss of
Validation

Set

3 25 5225 0:18:24 89.84% 90.33% 0.3606 0.3561
5 25 5225 0:23:35 89.84% 93.41% 0.3417 0.3141
7 25 5225 0:29:43 91.41% 90.36% 0.3464 0.3525
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The training results of the three networks show some improvement over the training
results of the previous network structure. By comprehensively comparing the training
time, accuracy, and loss of the above three network structures, the FCN-LSTM network
containing five convolutional layers is the best network among the three. Figure 11 is the
variation curves of accuracy and loss for the training set and validation set during the
training of the neural network. These curves indicate that the model obtained by training
is convergent.
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In summary, the FCN-LSTM network with five convolutional layers can be regarded
as the most ideal choice for realizing automatic classification of microseismic data.

The test set accuracy is calculated using the following formula:

Test-acc =
count(CTest(i) = YTest(i))

N
1 ≤ i ≤ N (6)

where N is the number of samples in the test set, count represents the total number of
classification labels identified by the neural network consistent with the test set labels, CTest
is the classification label identified by the neural network, and YTest is the test set label.

For the whole test set, the number of correctly classified samples is 3465. According to
Formula (6), the test set accuracy of the automatic classification method of microseismic
events based on a five-convolutional-layer FCN-LSTM network reaches 91.18%, which can
meet the requirements of actual production activities.

4. Conclusions

The intelligent classification of microseismic events is of great significance for coal
mine disaster detection and early warning, and the classification method based on machine
learning principles has been paid more and more attention by researchers because of its
advantages in modeling. In this paper, the application of an FCN-LSTM network in the
intelligent classification of microseismic events in coal mines is studied.

The available training set data are obtained by increasing the number of samples
and balancing the sample distribution through bandpass filtering, upsampling, window
slicing, and window warping. The FCN-LSTM hybrid network structure is built, and five
convolutional layers are added in front of the LSTM structure. Then, 70%, 20%, and 10% of
the enhanced data set are randomly selected as the training set, validation set, and test set,
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respectively. Through training, the accuracy of the model validation set is 93.41%, and the
accuracy of the validation set is 91.18%. The trained FCN-LSTM model is highly suitable.
The first kind of microseismic event is related to underground water movement. The
number and proportion of water inrush disasters markedly increase during its occurrence.
Attention should be given to the number and proportion of these kinds of events during
microseismic monitoring.

In this paper, we propose a real-time intelligent classification method for microseismic
events based on data augmentation theory and machine learning theory. This method can
obtain a highly suitable network model in the case of limited and unbalanced distribution
of microseismic monitoring data, complete intelligent classification of microseismic events
in real time, and have a high accuracy.
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