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Abstract: As cyber-attacks grow worldwide, companies have begun to realize the importance of being
protected against malicious actions that seek to violate their systems and access their information
assets. Faced with this scenario, organizations must carry out correct and efficient management of
their information security, which implies that they must adopt a proactive attitude, implementing
standards that allow them to reduce the risk of computer attacks. Unfortunately, the problem is not
only implementing a standard but also determining the best way to do it, defining an implementation
path that considers the particular objectives and conditions of the organization and its availability
of resources. This paper proposes a methodological approach for selecting and planning security
controls, standardizing and systematizing the process by modeling the situation (objectives and
constraints), and applying optimization techniques. The work presents an evaluation of the proposal
through a methodology adoption study. This study showed a tendency of the study subjects to
adopt the proposal, perceiving it as a helpful element that adapts to their way of working. The
main weakness of the proposal was centered on ease of use since the modeling and resolution of the
problem require advanced knowledge of optimization techniques.

Keywords: information security management; selection of security controls; security risk; security
standards; optimization problem; operational research; intention to adoption

1. Introduction

Information Security (IS) has gained significant relevance within the work of organi-
zations [1]. In the recent past, there have been reports of serious violations that various
organizations have suffered in their systems, which meant losses of hundreds of millions
of dollars to the world economy [2].

Little by little, awareness of the latent danger of not considering the minimum aspects
of IS within its processes has grown worldwide. As a result, minimizing the risk of attacks
through eliminating vulnerabilities has become, in many cases, a priority objective of
organizations [2].

This need is transversal to the type of organization, whether a private company or a
governmental organization, a large or a small company, as any organization is exposed
to malicious attacks that seek to take advantage of any vulnerability [3]. The diversity
of attack types forces organizations to take actions that will eliminate any vulnerabilities
present or minimize the attack’s impact [4].

The above implies that organizations must be constantly alert, generating a proactive
defense of their information assets. One way to protect themselves is by implementing best
practices to minimize risks [5].

Information security risk management is a process that focuses on the identification
and analysis of security risks. These analyses allow the evaluation of potential impacts and
the determination of actions to be implemented to reduce such risk [6].
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Based on the above, Dubois et al. [7] presented four information security risk manage-
ment categories:

• Risk Management Standards. It includes standards such as ISO/IEC Guide 73 [8] and
AS/NZs 4360 [9].

• Security Requirements Frameworks. Proposals such as, Mellado et al. [10], Khan e
Ikram [11], and techniques, such as, SecureUML [12,13] and SIREN [14].

• Risk management methods, such as OCTAVE [15], and CORAS [16].
• Information security standards, such as ISO27001 [17], NIST [18], and COBIT [19].

The proposal is part of the latter approach to risk management. In this sense, IS standards
propose this set of good security practices through the implementation of an Informa-
tion Security Management System (ISMS) [20]. The actions proposed by a standard are
transversal to the organization, affecting its organizational structure, policies, technological
infrastructure, human resources, and processes, among other areas [3].

While it is true that the standard is clear regarding the implementation of the entire
management system, there may be differences concerning partial implementations since
organizations have different characteristics and different capabilities and resources [21,22].

Therefore, the decision regarding the progress in achieving the standard is not trivial
since it must consider various aspects of the organization, such as risk, costs, implementa-
tion times, prioritizations, and policies, among others.

Usually, experts in implementing an ISMS make recommendations for advancement [22,23].
However, this approach is subjective and does not ensure an optimal recommendation, as it
does not follow a standardized process with well-defined steps and proven support techniques.
Therefore, although this type of recommendation may meet the requirements and characteristics
of the organizations, it does not optimize the use of resources.

In this context, it becomes relevant to support decision-making regarding the progress
in achieving a standard. However, the multiplicity of factors involved in this process
complicates the resolution of the problem. Elements such as risk, cost, time, or human
factors, among others [24], transform this problem into a multi-objective problem subject to
resource constraints.

Then, the methodological approach proposed in this work defines a systematic and
repeatable process supported by mathematical modeling, multi-objective problem-solving
techniques, and supported whit computer tools. This approach dramatically supports
decision-making, decreasing the decision time, and increasing the recommendation accu-
racy from the perspective of resource optimization.

Accordingly, the main objective of the investigation is to define a methodology for
selecting information security controls that will help security consultants make their rec-
ommendations more efficiently, effectively, and with greater satisfaction than they would
obtain using their usual methods. To this end, we propose that the methodology be based
on a quantitative model for selecting information security controls and that it be supported
by software tools that partially automate the process.

As a direct result of this research, the following contributions to the area under study
can be listed:

1 Methodological approach for control selection: From the above, the main contribution
of this article is the proposal of a methodological approach for the optimal selection of
security controls. This approach allows systematizing a process that, to date, is not
structured but depends on the criteria of each security expert.
This work defines: (i) stages of the process, (ii) categorizes possible situations that can
be faced, (iii) proposes techniques to be applied in each category, and (iv) details the
products at each stage of the process.
The advantages of this approach are mainly related to the systematization of the pro-
cess, the possibility of solving complex recommendation problems, and the reduction
of the time required to solve the problem.
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2 Proposal evaluation: This paper also evaluates the proposal by applying a methodol-
ogy adoption study. This empirical study provides relevant information regarding
adopting the methodological proposal by a group of new consultants in information
security analysis.
In this sense, a tendency towards adopting the proposal by the subjects of the study
was evidenced, showing that the proposed model is perceived as a helpful tool for
making security investment recommendations. However, the study showed that the
design of the optimization model is complex to structure for someone who needs more
knowledge in this area.

3 Software tool for control selection: Another significant contribution of this research is
the design and development of a prototype software tool that supports the proposal’s
application. This tool supports the user in all process phases, from information
collection to the optimization model’s resolution.

2. Materials and Methods

For the development of this proposal, we have applied the research method based
on the Design Science paradigm [25]. This paradigm proposes the resolution of practical
problems through developing new artifacts that innovate the processes studied [26].

The Design Science research cycle proposes the development of research through 6
phases: (1) problem identification; (2) definition of objectives; (3) design and development;
(4) demonstration; (5) evaluation; and (6) communication, as illustrated in Figure 1.

Figure 1. Research Cycle—Design Science [25].

One of the characteristics to consider in this paradigm is the flexibility in the research
development since it allows the application of a different methodological framework in
each phase, according to the research needs.

In the context of this work, the practical problem that underpins the research refers
to the difficulties faced by security consultants in generating recommendations for im-
plementing security controls through an objective and systematic process to optimize the
organization’s resources.

Considering the above and according to the scope of the research, we adapt the stages
of the Design Science paradigm into four phases:

i Problem investigation, where the stages of “Problem identification” and “Objective
definition” were developed.

ii Design of the proposal, where we built the methodological approach and identi-
fied the techniques and tools, covering the stages of “Design and development”
and “Demonstration.”

iii Evaluation of the proposal, where the validation framework was defined, includ-
ing the measurement instruments and the validation process, applied, covering the
“Evaluation” stage of the method.

iv The “Communication” stage corresponds to the presentation of the results of the
research work.

2.1. Phase 1: Problem Investigation

In this phase, we studied what the literature indicates regarding the process of recom-
mending controls. First, through a Systematic Mapping of the literature, we review the
state of the art regarding quantitative models to select controls. In addition, the information
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security standard ISO27001:2013 and the guidelines for auditing management systems pre-
sented in the ISO19011:2018 standard, were analyzed to determine whether they propose a
formal method for recommending security controls.

Secondly, we conducted a literature search in the body of knowledge in the area
of Operations Research (OR) to identify quantitative optimization methods that apply
to the problem of control selection and thus provide methods to reduce subjectivity in
the selection.

The proposals reviewed identify which processes would be part of the proposal and,
in addition, determine which processes should be developed to complete the design of the
methodological approach and determine the optimization models that will integrate the
selection problem.

2.2. Phase 2: Proposal Design

This phase consists of 2 stages: the first is related to the design of the methodological
framework, while the second deals with the design and development of a software tool
that supports the proposal’s application.

In stage 1, based on the information found both in the standards and in the literature
review, a methodological framework is designed to cover the deficiencies found and to
complement the current way of working (based on expert opinion and therefore subject to
a high degree of subjectivity). In addition, it integrates quantitative optimization methods
into this proposal to improve the objectivity and traceability of decisions.

In the second stage, a prototype software tool is developed to apply the methodolog-
ical framework in order to support the expert in (i) capturing and storing the information,
(ii) modeling and solving the optimization problem, and (iii) summarizing and visualizing
the results.

2.3. Phase 3: Proposal Evaluation

In this stage, we evaluated the proposal’s performance by studying the users’ perception
of the methodological framework. This stage seeks to answer questions such as: What is the
perception of the relevant stakeholders about the proposed method? Does the proposed method
generate benefits concerning the methods traditionally used? Etc. To study the user’s perception,
we conducted an adoption study to determine the degree to which users would be willing to
change their practices and adopt the proposed methodological framework.

For this evaluation, we apply a quasi-experiment [27] with undergraduate students.
The results obtained were used to evaluate the differences in the subjects’ perceptions
regarding the use of the proposal.

The student’s perception of applying the Methodological Framework was evaluated
through an adoption intention study. For the analysis, we applied the UMAM methodology
adoption model [28], which allows us to study the adoption of a new work method by the
users involved through the application of the validated UMAM-Q questionnaire.

3. Results
3.1. Phase 1: Investigation of the Problem

As a first step of the research, we studied several bibliographic sources to determine
which processes are currently applied to manage, select or recommend information security
controls. We reviewed the scientific literature through a systematic mapping and proposals
from industry practice.

To get the look from practice, we reviewed the indications proposed in two stan-
dards of the International Organization for Standardization (ISO) (https://www.iso.org/
(accessed on 3 November 2022)). The first one is the ISO/IEC 27001:2013 [17] since it is one of
the best-known standards for information security management [29]. The second is ISO/IEC
19011:2018 [30], a guide for developing management system audit processes. This standard
proposes several steps to carry out an audit, among which is the definition of an improvement
plan, which involves the selection process of controls of a standard.

https://www.iso.org/
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ISO/IEC 27001:2013 was developed to propose requirements for designing and imple-
menting an Information Security Management System (ISMS). According to this standard,
Section 6.1.3, “Information security risk treatment”, in point (b) indicates that the organi-
zation must determine the controls necessary to implement the information security risk
treatment. However, as can be seen, this indication does not provide detailed guidelines on
how to make this selection; it only implies that this selection should be consistent with the
risk levels identified by the organization. Therefore, it is left to the assessor’s discretion to
decide how to discriminate from the entire set of controls that allow risk mitigation, those
that will allow him to comply with the organization’s resource restrictions.

On the other hand, ISO/IEC 19011:2018 is a non-certifiable international standard that
establishes guidelines for the audit of a management system. Therefore, this standard does
not establish requirements. However, it is a guide that orients the management of an audit
program that allows the improvement of the implemented management system, stimulating
the incorporation of practices associated with the evaluated management system.

According to Note 2 of point 3.4 of the standard, “Audit findings may lead to identify-
ing opportunities for improvement or recording best practices”. Similarly, in point 6.4.8, it
is stated that “If the audit plan so specifies, audit findings may lead to recommendations
for improvement or future audit activities”. From these points, it is clear that the guide
states that the audit team, as part of the audit report, may recommend a series of actions
that the organization can take to improve the management system.

However, given the generality of the standard, it does not establish a procedure or
methodology to guide the audit team on how to determine or select the set of improvements
or actions the organization should implement in its management system. Thus, this process,
as in the previous case, is left to the discretion and experience of the audit team.

As has been seen, none of the standards reviewed provide guidelines on how to
proceed to make recommendations for improvements through implementing security
controls. In other words, although both standards recognize the need to move towards
improvement by implementing best practices in the work of the ISMS, neither provides
formal guidelines on how to select the best actions to implement, leaving this process to
expert judgment.

To evidence the proposals in the literature regarding the application of methods or
techniques to select and schedule the optimal set of information security controls, we
analyze the results of a systematic mapping performed in [31].

Table 1 summarizes the proposed control recommendation methods classified accord-
ing to, on the one hand, the complexity of the problem addressed: (i) Prioritization, as an
ordered list of security controls but without selecting a subset of these; (ii) Selection of con-
trols, where the models recommend a specific set of controls to implement; (iii) Programming,
where in addition to selecting controls, the model proposes a plan for the implementation of
these controls. On the other hand, the methods are classified between (a) quantitative solu-
tions, i.e., mathematical models where at least one objective function exists and some known
optimization algorithm is executed, and (b) qualitative solutions.

Table 1. Classification of proposals according to the complexity of the problem and the use of
quantitative techniques.

Category Solution Type

Quantitative Solutions Qualitative Solutions

Prioritization 9 papers—[32–40]
Selection 6 papers—[41–46] 28 papers—[47–74]

Programming

As a result of the literature review, we found 43 articles between 2007 and 2022. Of
these, 37 articles (86%) correspond to qualitative proposals, where 9 articles (21%) are at the
prioritization level and 28 (65%) at the control selection level. In addition, only 6 articles
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(14%) propose quantitative methods for selecting security controls. These results indicate
that the vast majority of the proposals are concerned with the problem of security control
selection, but only a few resort to quantitative methods from Operations Research to solve
them. However, these proposals do not define a methodical process that completely covers
the definition of the best set of controls to recommend but rather propose quantitative
techniques to be used at some point in the process. It is then up to the expert’s judgment as
to how to apply the methods recommended by each proposal.

On the other hand, from the literature review, it is evident that there are no proposals
that address the problem of scheduling the implementation of the selected controls, unlike
our proposal, which defines a set of methods to support this process.

Figure 2 shows the distribution, over the years, of the articles found.

Figure 2. Bubble diagram of Systematic Mapping results.

In this image, we observe that the most significant number of articles is concentrated
between 2011 and 2018, with 26 (60.4%) proposals focused on the “selection” level. We
also note that, although the number of articles has decreased in the recent years, proposals
continue to be developed, so we consider it a problem of interest to the community.

From the above, we conclude that the recommendation of improvement actions is a
desirable stage in operation and evaluation of an ISMS. However, both the different stan-
dards that regulate the implementation and operation of the management system, as well
as the practices identified in the industry, do not provide a methodological framework to
support the process of identification and selection of improvements, leaving the application
of the selection techniques to the expert’s discretion.

3.2. Phase 2: Proposal Design

From the literature reviewed, it is possible to describe a general process for selecting
security controls, which reflects the main steps to follow to make recommendations for
implementation, supporting and directing the expert towards obtaining the optimal subset
based on the particular characteristics and limitations of each organization.

As described in Figure 3, the main contribution of this proposal is the definition of a
systematic process that, based on diagnostic information and the particular conditions of the
organization, guides the generation of a model that represents the improvement intention
based on the organization’s constraints. This model is constructed as an optimization
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problem since it seeks the best solution to the progress problem defined by the organization.
Thus, the model will be solved by the optimization technique that best suits the situation.
The resolution of this model will provide the best set of security controls that adhere to the
constraints imposed by the organization.

Figure 3. MASISCo Stages.

Given that the aim is to optimize the selection of controls based on a set of objectives
and conditions that may vary from one organization to another, the proposal defines the
following processes: processes dedicated to gathering the organization’s needs (diagnostic
stage), processes to recognize the problem, model the situation and resolve the optimization
model (recommendation stage), and finally, the definition of processes and formats to
disseminate the results of the study (communication stage).

3.2.1. Diagnostic

This stage considers the process that allows obtaining the information that reflects the
current state of the ISMS performance. This diagnosis evidences the weaknesses of the
system and determines which is the gap that the organization must cover to improve the
performance of its ISMS. The previously reviewed standards consider this stage, ISO/IEC
19011:2018 and ISO/IEC 27001:2013, provide a clear methodological framework regarding
the actions to be carried out to collect the diagnostic information.

As a way of supporting the diagnostic process and obtaining information, the proposal
includes a questionnaire that allows the security assessor to collect information on the
organization’s current status concerning compliance with the information security stan-
dard. This questionnaire was created based on the criteria and indications of the ISO/IEC
27001:2013 standard. In addition, the questionnaire allows the entry of relevant parameters
for modeling the situation, such as costs, times, and benefits.

3.2.2. Recommendation

From the diagnosis results, it is possible to know the gap that the company must cover
if it wants to reach a certain level of risk or a degree of conformity with the standard. For
this, it is necessary to define an improvement plan, which determines the set of controls or
security criteria necessary to achieve the risk or compliance goal, considering the charac-
teristics and resources of the organization. Despite this need, there is no methodological
framework based on quantitative optimization techniques to support this process. This
situation leads to subjectivity in recommending an improvement plan since much of the
process is subject to the analyst’s experience.

Accordingly, a large part of this proposal is framed by defining a methodical and
replicable process that defines the procedures, techniques, and tools that support the
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definition of a plan for the implementation of security criteria or controls within a given time
frame and according to the goals, strategies, and resource conditions of each organization.

Then, in the Recommendation stage of this proposal, we seek to solve the subjectivity
problem by incorporating optimization methods and techniques for modeling and solving
the scenarios that represent the problem of the selection of security controls.

As shown in Figure 4, we have divided this stage into three major processes:

Figure 4. Detail of MASISCo stages.

a The first refers to the identification of the optimization problem to be solved. The
result of this stage is a detailed description of the problem, which specifies: (i) the
objective, (ii) the constraints to be considered, and (iii) the parameters of the variables
that define the objective, as well as the organization’s constraints.
Table 2 summarizes seven situations a security assessor may face when making
recommendations. We have classified them according to their objective, in order of
increasing complexity: prioritization, selection, or scheduling problems.
The prioritization of controls refers to ordering controls concerning one or more crite-
ria, for example, risk or cost, prioritizing from highest to lowest value or vice versa.
In the case of selection, there is a recommendation of a subset of controls concerning
the entire set based on the organization’s objectives and constraints.
In the case of scheduling, it not only selects a subset of controls but also determines
the implementation sequence of the selected controls based on some criteria.
In addition, for each situation identified, we list the OR technique or method that can
be applied for its modeling and solution.
These situations are detailed in depth in [31]. This definition of problem types, cate-
gorized by objective, facilitates subsequent modeling since each of these situations
requires different modeling and the use of different OR techniques for their resolu-
tion. Thus, the proposal supports security advisors in selecting these modeling and
resolution techniques for the situation.
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Table 2. Summary of Types of problems and solution methods.

Category Situation OR Method
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Prioritization Multidimensional ranking of controls [75,76] X

Sequencing of independent controls [77–79] X Single

Selection
Selection of controls with restrictions [80–84] X Single

Selection of controls with restrictions
and dependencies between controls [80–84] X Single X

Programming

Dimension sequencing and control
programming with nesting [85,86] X X X Single X

Selection and programming of
controls considering nesting [82,87–90] X X Single X

Multi-criteria programming of
constrained controls [82,90,91] X X Multi X

b The second process refers to modeling the situation as an optimization problem. The
result of this stage is the mathematical model derived from the formats found in the
OR field.
In this process, it is necessary to determine the conditions and restrictions to be
included in the modeling. In this sense, the proposal proposes the need to establish
three aspects:

• Improvement plan objectives;
• The constraints of the organization;
• The relevant parameters for modeling.

Concerning the objective sought by the organization, it must establish what it hopes
to achieve or satisfy with the selection process. Some examples of valid objectives are:

• Maximize the number of controls to be implemented or maximize the benefit of
implementing the group of controls;

• Minimize the risk of non-implementation of controls, or minimize the implemen-
tation time of the group of controls.

According to an optimization problem, these objectives represent the model equation
that will drive the resolution of the problem. Therefore, it is important to clearly
define what the organization is looking for when selecting the subset of controls. In
addition, the situation to be modeled may have more than one objective, such as
maximizing implementation progress and minimizing risks, which would correspond
to a multi-objective problem and thus apply other optimization techniques.
On the other hand, it is also necessary to establish the conditions or restrictions
the organization must consider when making the recommendation. Usually, these
restrictions are associated with the availability of resources that the organization has
to implement a possible improvement plan. Some examples of restrictions could be:

• A certain budget level;
• A specific time to carry out the implementation project;
• A certain level of risk that the organization needs to reduce.

Finally, in order to perform the modeling of the constraints and objectives, it is
necessary to establish some relevant parameters for the modeling, such as:

• Implementation cost per control;
• Implementation time for each control;
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• The benefit associated with the implementation of the control;
• Risk associated with each control.

Once the consultant has defined the parameters, the model equations and the variables
that comprise them are constructed. To define these equations, it is necessary to determine
which are the variables that, in the IS context, allow modeling the situation as an optimiza-
tion problem. In [31], we proposed an ontology that integrates the main concepts and
variables found in a selection problem. In Figure 5, we refer to this model.

Figure 5. Information security conceptual model [31].

Generally speaking, any concepts in the diagram can be part of an objective function,
and the different paths defined by their navigability are potential constraint considerations.

c Finally, the third process refers to the solution of the proposed model through the
various optimization problem-solving techniques proposed in the OR.
The problem of model-solving is relatively simple. First, the model developed in
the previous step is written in some modeling language for optimization problems.
After this step, the resolution can be done manually, using the various techniques
for solving this type of problem, or using some tool or computer application that
supports these techniques.
Several software packages cover this process supporting different optimization lan-
guages. Some of these applications are summarized in Table 3. In addition, as can be
seen, there are several free or paid options for Web environments or workstations that
support different modeling languages for this type of problem.
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Table 3. Overview of modeling languages for optimization problems.

Spreadsheets with associated Solver

All mathematical formulations that can be solved through the properties
of a spreadsheet program are considered. In general, they are applied to
solve simple problems which do not require very complex modeling, such
as linear programming problems.

Solver MsExcel

Mathematical and symbolic calculation environments

Applications dedicated to solving mathematical problems that include
their Solver. These programs can solve more complex optimization
problems since they have functionalities dedicated to these types
of problems.

MatLab
Maple
Mathematica
NEOS-SERVER

Algebraic modeling languages

This type of language and associated tools have specific capabilities for
resolving this problem. The syntax allows building a model very close to
the mathematical expression that represents the situation.

GAMS
AMPL
AIMMS
XPRESS-MP

3.2.3. Communication

This stage considers the communication of recommendations regarding the selection of
controls. According to the provisions of ISO/IEC 19011:2018, depending on the conditions
of the audit, the final report may include, among other points, the following information:

• Opportunities for improvement, if specified in the audit plan;
• Agreed action plans, if any.

As seen from the standards reviewed, there is no standard format regarding the content
and form for presenting the results of an audit since it is not stipulated as part of the final report
unless previously agreed with the auditee. However, if an improvement plan is required, it is
possible to define a format for the communication of these results that includes:

• Recommended controls;
• Value of the target achievement (objective function);
• Summary of resource utilization (constraints).

As seen in Table 4, our proposal covers weaknesses presented by other proposals
found in the literature and information security standards. However, unlike the proposals
reviewed, MASISCo defines optimization solutions for the three problem domains that
we identified (Prioritization, Selection, and Programming), considers the dependencies
between controls, and proposes the development of an ad hoc tool to support the process.
On the other hand, MASISCo covers the deficiency of standards, defining a methodological
approach that systematically addresses the problem of recommending security controls.

Table 4. Comparative table of proposals.

Items MASISCo Literature Proposals Security Standards

Formalizes recommendation process Yes No No
Incorporates optimization methods Yes some No
Considers nesting controls Yes No No
Proposes Software tool Yes No No

Proposes solutions for:

- Control prioritization Yes Some No
- Control selection Yes Some No
- Implementation Programming Yes No No

3.3. Proposal Validation

In order to measure the performance of the proposal and the perceptions that security
assessors would have about it, we conducted an empirical study on the adoption intention
of this methodological framework. The study is based on the unified model of adoption of
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methods in Software Engineering UMAM [28] and analyzes the adoption intention of the
proposal in an academic context.

UMAM is a method adoption model that provides a framework for assessing the
intention to use a working method by a group of professionals. Although this model
was indeed developed with its application in mind for studies in the field of software
development method adoption, its structure and theoretical foundation allow its application
to any method that implies a change in how the IT professional works.

As shown in Figure 6, the model proposes that the intention to adopt a new method
is explained based on five aspects or dimensions. To collect the information, the model
proposes a measurement instrument in the form of a questionnaire called UMAM-Q, which
supports the theoretical model.

Figure 6. Unified Method Adoption Model (UMAM).

The study was conducted during the second semester of the year 2020, with a total of
12 students of Computer Engineering. Three stages were developed to apply the study:
(i) training, (ii) application, and (iii) evaluation of the experience.

• Training: As a first stage of the experience, students needed to be trained in using the
proposed methodological framework. Then, the students had to solve a set of hypothetical
cases. Next, they had to identify a set of “non-conformities” and propose an improvement
plan by selecting the optimal set of controls. Then, half of the hypothetical cases were to
be solved traditionally, i.e., based on the study of the standards and their analysis of the
situation, while the other half were to be solved using the proposed model. Finally, each
student was randomly assigned a set of cases to solve.
Given the impossibility of splitting the groups to control the possible effect or bias
that the order of the treatments (without/with the help of the proposal) could have on
the results, the students first carried out the case studies without using the proposal.
After this stage, they were trained in using the proposal, through its application in
various cases and examples. At the end of this phase, we can assume that the students
had the same skill level with both treatments.

• Application: After applying the proposal in the training cases, the students carried
out an audit project in an organization of their choice in the context of Information
Security. In this project, the students formed teams of three people. Each group
applied the proposal to subsequently evaluate the level of suitability of the proposal
for the resolution of actual cases.
The students were guided by the phases defined in ISO/IEC 19011:2018 [30] and by
the controls proposed in ISO/IEC 27002:2013 [92]. In the diagnosis and improvement
plan phases, the teams had to apply the process and models proposed in this work.
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For modeling the optimization problem, they used the GAMS language [93] and built
it from the data obtained from the audit. For the resolution of the resulting system,
they used the web portal for solving optimization models, NEOS-Server [94].

• Evaluation:The final step of the study consisted of students evaluating, using the
UMAM-Q instrument, the usefulness, ease of use, social norm, and perceived com-
patibility, as well as their intention to use the proposal in the future for diagnosis and
making safety recommendations.
For the analysis of the student’s responses, we applied three types of studies:
(i) analysis of descriptive statistics, (ii) analysis of qualitative responses, and
(iii) multiple linear regression study.

Result Analysis

We have not considered the dimension of “Voluntariness” in the analysis since the
academic context in which the students carried out the project forced them to use the
method, so this domain loses meaning for the analysis.

First, we analyzed the descriptive statistics related to the dimensions of the UMAM
model. In addition, we conducted a qualitative analysis of the main advantages and
disadvantages of the proposal through the answers to the open-ended questions of the
questionnaire. The students indicated the advantages and difficulties they perceived in
applying the proposal. Finally, a quantitative analysis is presented, through a multiple
linear regression model, applied to the student’s answers.

Descriptive Statistics

For the characterization of the dimensions of the UMAM model through descriptive
statistics, the SPSS statistical analysis tool was used. According to the structure of the
instrument, the Utility (U), Ease of Use (EU), Compatibility (C), and Subjective Norm
(NS) dimensions present a scale of 14 items, each with scores from 1 to 7, where 1 is the
worst perception (Strongly Disagree) and 7 the best perception (Strongly Agree). Therefore,
the score range for these variables goes from 14 points to 98 points. On the other hand,
the Behavioral Intention (BI) dimension presents a 7-item scale, with a score range from
7 points to 49 points.

Table 5 summarizes the descriptive data for each dimension, while Figure 7 presents
box plots for each model’s dimensions.

Given the data presented in Table 5 and in the graphs in Figure 7, the high perceived
usefulness of the proposed method stands out. This dimension presents a median of
78.5 points out of 98. This value implies that the students perceive the method as helpful
when solving the problem.

The dimension Compatibility also shows a high median, 71.5 points out of a maximum
of 98. This value indicates that the students perceive the method to be compatible with the
work style that a future specialist expects to perform.

At the other extreme is the dimension Subjective Norm , whose median is 57.5 points
out of 98. This value is explained by the fact that students know that this method is not
the industry standard and do not feel any external pressure to use it. Given that there is
no industry-standard alternative, we hypothesize that this dimension does not necessarily
have a significant impact on the student’s decision to adopt this methodological framework.

In addition, the analysis reflects that the main weakness of the proposal is the Ease of Use
dimension since it presents a median of 60.98 points out of a maximum of 98, which is

significantly lower than the Usefulness and Compatibility dimensions. Initially, it seems that
students perceive the method as challenging to assimilate and not very intuitive. Therefore, this
dimension is the priority area of improvement for future iterations of the proposal.

Finally, about the Intention to Adopt, the median is 35 points out of a maximum of 49,
which implies a slightly positive intention toward adoption.
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Table 5. Descriptives of UMAM dimensions.

Usefulness

Mean 77. 8

95% Confidence interval for the mean Lower limit 69.31

Upper limit 84.86

Median 78.50

Minimum 56

Maximum 94

Ease of use

Mean 65.42

95% Confidence interval for the mean Lower limit 56.49

Upper limit 74.45

Median 60.50

Minimum 47

Maximum 91

Compatibility

Mean 68.92

95% Confidence interval for the mean Lower limit 57.02

Upper limit 80.81

Median 71.50

Minimum 34

Maximum 91

Subjective Norm

Mean 58.67

95% Confidence interval for the mean Lower limit 50.15

Upper limit 67.18

Median 57.50

Minimum 35

Maximum 83

Intention to Adopt

Mean 34.67

95% Confidence interval for the mean Lower limit 29.05

Upper limit 40.28

Median 35.00

Minimum 17

Maximum 49

Qualitative Opinions

In order to obtain qualitative information on the subjects’ perceptions, the evaluation
instrument included a section of open-ended questions, where the student could state three
positive and three negative aspects related to the implementation of the proposal. The
analysis of these opinions made it possible to understand better the student’s perception of
the benefits and difficulties of the proposal and to give or take away reason from the initial
intuitions obtained through the descriptive statistics.

To facilitate the analysis of student opinions, we categorized student responses concern-
ing the components of the UMAM model, so we assigned each response to one of these
components: U—Usefulness, EU—Ease of Use, C—Compatibility, and NS—Subjective Norm.

Table 6 shows the percentage of positive comments associated with each UMAM
dimension: 47.6% refer to aspects of U, 38.1% to aspects related to C, and only 14.3% to
aspects related to FU.
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Table 6. Summary answers—Positive aspects.

Dimension Answers Percentages

U 10 47.6%
EU 3 14.3%
C 8 38.1%

NS 0 0%

(a) Usefulness (b) Ease of Use

(c) Compatibility (d) Subjective Norm

(e) Intention to Adopt

Figure 7. Descriptive Statistical Graphs.

These values indicate that the students perceive that the main strength of the proposal
is that it contributes to greater effectiveness and efficiency in the work of the security
consultant (U). In addition, they highlight its generality and structuring qualities (C). On
the other hand, only 14% of the comments indicate that the proposal is not complex to learn
and use (FU). Finally, the NS dimension is not mentioned in any of the comments.

Table 7 summarizes the percentage of negative responses related to each model dimen-
sion. Of these opposing opinions, only 18.75% refer to U and only 6.25% to C. However,
75% of the comments point directly to FU as the main problem with the proposal. Again,
NS does not appear in the comments, adding weight to the initial hypothesis that, being a
methodological framework dealing with a problem for which there are no standardized
alternatives, it is not an aspect to which the subjects give greater importance concerning
the other domains.
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Table 7. Summary answers—Negative aspects.

Dimension Answers Percentages

U 3 18.75%
EU 12 75%
C 1 6.25%

NS 0 0%

These percentages show that students perceive the proposal as challenging to use
and learn, that it requires previous knowledge, and that if they do not have it, it takes a
considerable time to obtain it. To a lesser extent, they think they need to model the problem
may slow down their work under certain conditions. Finally, one opinion refers to the fact
that this is not the usual way they are used to programming, which causes them some
difficulties related to C.

Faced with these results, we hypothesize that the high percentage of negative responses
in the Ease of Use domain is mainly due to the inadequate training of Computer Science
students regarding OR, especially in modeling and solving optimization problems, which
hinders the use of the proposal.

As can be observed, the qualitative opinions of the students are consistent with
the scores obtained through the UMAM-Q instrument. Therefore, we conclude that the
proposed methodological framework is a helpful tool to support the decision-making
process in selecting controls for a proposed improvement in the progress of compliance
with a standard. Furthermore, it is an instrument compatible with the assessor’s practices.
However, it is not easy to use since it requires previous knowledge in modeling optimization
problems and presents a marked learning curve.

This last point is the major weakness of the proposal. It implies that a security
assessor must acquire knowledge in OR techniques for modeling and solving optimization
problems if the latter wishes to benefit from the advantages of using the proposal. This
weakness makes the development of techniques, artifacts, and tools to facilitate modeling
and problem-solving the foremost opportunity for improvement of the proposal.

Quantitative Analysis: Multiple Linear Regression

Finally, we performed a pilot multiple linear regression analysis to recognize the
impact of each independent variable (U, EU, C, NS) on the dependent variable (IoA).
This analysis aims to quantify the degree to which the independent variables explain the
dependent variable.

It is important to note that, given the small number of observations, the conclusions
of this analysis should be treated with great caution. Our goal in doing so has been not
to create a predictive model but rather to add or de-emphasize initial intuitions about
the relative weight of the independent variables analyzed to adopt this method. This
information is essential for planning how to prioritize future improvements to the method.

To ensure the applicability of the study, we had to validate the following conditions:

a. The dependent variable is of the ratio type (continuous).
b. The independent variables are ratio type.
c. There is a linear relationship between the dependent and independent variables,

individually and collectively.
d. Homoscedasticity of variances.
e. Independence of observations.
f. There is no multicollinearity between the independent variables.
g. No hay puntos inusuales o que influyan de manera indebida.
h. Residuals of the regression line follow an approximately normal distribution.

The results of the multiple regression analysis show how all variables are relevant for
calculating the CI. As shown in Figure 8, the multiple correlation coefficient shows an R-value
of 0.869 (strong), with an adjusted coefficient of determination of 0.663, i.e., the model explains
66.3% of the variability in IoA, which, according to Cohen, is a large effect size.
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Figure 8. Multiple linear regression model summary.

Therefore, according to the information presented in Figure 9, the regression model
results in Equation (1):

IoA = 7.914 − 0.105 ∗ U + 0.1 ∗ EU + 0.411 ∗ C (1)

Figure 9. Regression model coefficients.

On the other hand, given the small number of observations, we see that the confidence
intervals for all the variables are extensive. These data imply that C is the only variable
whose impact on the IoA is positive (we can be 95% sure that C will always have a positive
impact on the IoA). Moreover, C is the only statistically significant coefficient, implying
that C has a linear relationship with IoA.

From the above, we can conclude that to boost the adoption of the proposed method
among computer science students, we need to ensure that they perceive it as a method that
is highly compatible with how they believe it should work. This perception impacts their
IoA more than others traditionally considered more important, such as perceived U and EU.

As conclusions of this study, we can mention the following:

a Students reacted favorably to the proposal.
The evaluation results show that they are consistent among the three types of analysis
performed. These results indicate that the students perceive the methodological
proposal as a helpful tool for selecting the set of security controls that best fits the
conditions of the organization under study. In addition, the students perceive that the
proposal is compatible with how the security professional works, which indicates that
it is in line with the work of a security assessor, so it can be considered a contribution
and not a hindrance for the assessor. On the other hand, the students perceive that the
proposal presents a certain degree of difficulty in its application, mainly due to the
student’s lack of knowledge of OR techniques to solve an optimization problem.
Regarding the IoA of the methodological proposal, it presents a slightly positive
trend, which implies that there is a good chance that the subjects will adopt the
proposal. However, this possibility is not high, so there is room for improvement. In
addition, if we consider that the students expressed as weakness the FU and that the
IoA is strongly related to the perception of the C of the method, we can deduce that
improvement actions should focus on these two aspects preferentially.

b The proposed model is consistent.
Analysis of the three studies’ results shows the proposal’s consistency concerning
the factors that explain the IoA. This effect is evidenced in the student’s responses,
collected with the UMAM-Q instrument, the qualitative perceptions stated by the
students, and the Linear Regression study applied to reflect that the strengths of the
proposal are C and U. At the same time, the main weakness lies in its EU.
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In addition, from the results of the regression study, it was also evident that the model
is highly significant, which implies that the UMAM is a reliable model for predicting
IoA. The above, together with the results of the qualitative study and the analysis of
the descriptive statistics, give great significance to the opinions of the students, so
we can be confident in the results that indicate that the methodological proposal is
an excellent tool to support the decision-making process regarding the selection of
security controls.

On the other hand, given the characteristics of the experience, we can highlight the
following as situations that threaten the validity of the study:

a Size of the study group.
The main problem with the study is the low number of subjects who took part in it.
Only 12 students responded to the consultation instrument. While it is true that this
number represents 100% of the universe of students involved in the study, the group
is insufficient, so it is not possible to generalize the results to the general population of
auditors, not even audit students. However, these results make it possible to establish
a trend and basis on which to design a future process of improvement to the proposal
before expanding it to other areas and carrying out a more ambitious empirical study.

b Study group characteristics.
Another important factor to consider, also related to the study’s external validity, is
the group’s representativeness with respect to the target audience of the proposal. We
recognize that the students included in the sample are not expert security advisors
but have basic knowledge of the area and the practices of a security advisor. However,
it is worth mentioning that the subject within the study program aims precisely to
provide this knowledge to the student and that it is the only subject dedicated to this
area so that any recent graduate will have the same knowledge as the students who
participated in the study. In addition, we train students in applying the methodological
approach, constructing and executing the optimization models, and interpreting the
results.

3.4. Support Tool

To facilitate the implementation of the proposed process, we have developed a soft-
ware tool to assist the expert in determining the best set of controls to solve the problem.
As shown in Figure 10, this tool automates much of the proposal, providing software
support for data collection, automatic generation of the optimization model, and automatic
resolution of this model, which allows obtaining the optimal set of controls that satisfies
the conditions of the problem.

As shown in Figure 11, we designed the tool’s architecture so that it continues to be
enriched through the permanent inclusion of new cases or types of problems since, given a
large number of variables and possible scenarios in the formulation of the model, there is a
large number of cases or examples that can be produced and that we have not included in
this first development.

The tool comprises two main modules. The first is related to the collection and
management of the organization’s baseline information, i.e., the diagnostic information that
shows the organization’s compliance status and serves as a baseline for the improvement
plan proposal. In this module are the components related to the survey that allows the
collection of information, the costs and implementation times, and the risk associated with
each control. It also defines the storage of this information for subsequent modeling.

On the other hand, the second module is related to the development of the optimization
model based on the base information of the organization. In this module, we develop the
components that allow us to define the type of optimization problem associated, the OR
resolution techniques to be used, and the generation of the model in GAMS. This module
also includes the components that allow us to communicate our tool with the NEOS-Server
web system, to send the model and the data for its resolution.
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Figure 10. Process stages covered by the tool.

In Figure 12, we present some images of the tool at different process stages.
The tool supports practically all the phases proposed in the methodological approach.

Thus, in each of the phases, the tool is present and allows for automating most of the
processes involved.

In the diagnosis, the tool supports the process of capturing and visualizing informa-
tion. Through a questionnaire built from the ISO27001 controls, the user can describe
the organization’s status concerning the standard. With these answers, it is possible to
determine the degree of conformity of the organization concerning the standard, achieving
a preliminary diagnosis of the organization. In addition, the system allows entering the
cost of implementing the controls, the benefits associated with their implementation, risks,
and implementation time, depending on the type of problem to be modeled.

The answers and settings provided by the user are stored in the system for the subse-
quent optimization model development. The tool can design an optimization model in the
recommendation stage, from the negative answers, the problem type configuration, and
the variables involved.

In the recommendation stage, the tool automates the generation of the model in the
GAMS language and its resolution through the NEOS-Server web platform [94]. The first
phase of this step refers to the definition of the type of problem to be considered and the
variables involved in the modeling (objective function and constraints). For the completion
of this step, it is sufficient for the user/advisor to have selected the type of problem to be
solved. The tool allows (i) defining the type of problem, (ii) configuring the type of Solver
to be used, (iii) defining the available budget, and (iv) defining the type of optimization to
be performed (maximize or minimize).
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Figure 11. Tool architecture.



Appl. Sci. 2023, 13, 1094 21 of 29

With the model built, the application uses the free optimization problem-solving
engines proposed by NEOS-Server. Finally, the tool uploads the file to the web portal and
receives the response file. These responses are displayed by the tool and constitute the
control selection proposal.

(a) Problem configuration

(b) Questionnaire

(c) Solver configuration

Figure 12. Support tool images.
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We note that the tool developed is a first prototype that, although functional and com-
plete for a subset of the cases described in this proposal, suffers from several shortcomings:

• It does not cover all possible casuistry of optimization problems.
• Currently, the tool does not display reports or interpretations regarding the selected

set of controls but only delivers the file provided by NEOS-Server for manual reading.

This emerges as opportunities for improvement and/or future work in regard to
tool development:

• Continue including the optimization cases described in the proposals, with their
respective variants.

• Improve the way results are displayed and develop new views for viewing and
interpreting reports with the optimization process results.

• Validate the use of the tool through an empirical study showing its impact on the
consultant’s work.

However, beyond future work, the tool is a first step in improving the primary de-
ficiencies of the methodological approach, which are mainly related to the difficulty of
modeling and solving the optimization problem. Furthermore, this tool automates this part
of the methodological approach to be “transparent” for the user.

4. Conclusions

Information Security has become very important in the work of organizations, given
that in the recent years, there have been reports of severe breaches that several organizations
have suffered in their systems, which meant losses of hundreds of millions of dollars to
the world economy. Little by little, the awareness of the latent danger of not considering
minimum security has grown worldwide. The multiplicity of types of attacks forces
organizations to take a set of actions to eliminate any vulnerability or minimize the attack’s
impact. The actions proposed by a standard are transversal to the organization, affecting
its organizational structure, policies, technological infrastructure, human resources, and
processes, among other areas. This broad spectrum of application and resource limitations
complicate the decision on how to implement security actions. The decision regarding the
progress in achieving the standard is not trivial since it must consider various aspects of
the organization, such as risk, costs, implementation times, prioritizations, and policies.

Security experts make progress recommendations based on their experience in imple-
menting an ISMS. However, this approach is subjective and does not ensure an optimal
recommendation since it does not follow a standardized process with well-defined steps
and proven support techniques. Therefore, although this type of recommendation may
meet the requirements and characteristics of the organizations, it does not optimize the use
of resources.

The review of the existing literature showed that a high percentage of research (65%)
focuses on proposing control selection methods based on qualitative techniques that do
not ensure optimal solutions. In contrast, only 14% of the proposals define quantitative
optimization models. However, these proposals also do not formalize a standard process
or methodology for their application. In addition, it was also detected that there are no
proposals to cover the scheduling of the implementation of the selected controls.

On the other hand, the review of some standards showed that they do not propose
a formal or standard method for recommending an improvement plan (selection and
programming of controls), so this stage relies on the opinion of experts, making it a
subjective process.

In this context, this article proposes the design of a methodological approach for the
selection and scheduling of controls of a security standard, using quantitative optimization
techniques to support the decision-making of a security consultant.

A methodological approach such as the one proposed in this article is excellent support
in decision-making since it defines a systematic and repeatable process supported by
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mathematical techniques for modeling and resolving multi-objective problems, decreasing
the decision time and increasing the accuracy of the recommendation.

One of the most relevant aspects of the proposed methodological approach is related
to the identification and classification of the problems or scenarios that, on the one hand,
characterize each organization and, on the other hand, define the situation towards which
it wishes to advance. In this sense, this proposal identifies a set of 7 possible scenarios in
which the problem the organization wishes to solve to achieve the safety standard can be
categorized. Based on this classification, we propose optimization techniques that cover
the solution to each scenario. The definition of the relationship between the problem and
the applicable solution technique is configured as the core or the basis of the proposal
for selecting security controls using the techniques of Operational Research. Therefore, it
allows for simplifying the auditor’s work significantly.

Then, the proposal not only categorizes the different scenarios that organizations can
consider, from the most straightforward selection situations to schedule, but also associates
the scenarios with the different optimization techniques for modeling and solving them,
thus simplifying the analyst’s work. Furthermore, modern optimization solutions have
been demonstrated to address and solve security management situations from the OR
perspective. Consequently, it is possible to argue that information security management
not only has an excellent opportunity to improve its approach by incorporating the OR
perspective but that OR also has, in information security management, an interesting
domain to study.

The evaluation of the proposal made it possible to demonstrate, in an academic context,
its impact on a security consultant. Furthermore, a method adoption study determined
that there is a positive inclination towards using this methodological approach as opposed
to the traditional solution.

Generally, the experience results for each dimension studied tend towards the positive
ends of the scale. The descriptive statistics analysis for each dimension shows that the
study subjects perceive the approach as a helpful process compatible with their way of
working. Moreover, they show their predisposition to adopt the approach in the future if
they can do so.

On the other hand, the main weakness of the proposal lies in the complexity of model-
ing the scenarios that represent the situation the organization wants to solve. Moreover,
the modeling is done in an optimization language that is generally not in the domain of
knowledge of a security consultant.

The results obtained in the analysis of the linear regression model, the analysis of
descriptive statistics, and the qualitative analysis are consistent and point in the same
direction regarding essential aspects for the subjects and opportunities for improvement.
However, it is necessary to recognize some limitations of the study conducted. The most
important is undoubtedly the size of the group and its characteristics, which means that
the conclusions must be interpreted carefully.

However, it should be noted that the evaluation carried out was formative and,
therefore, its purpose is not to study a finished product but rather, being the first application
of the model, to determine a set of perceptions that will provide a series of opportunities
for improvement.

Based on the conclusions of the method adoption study, we identified the need to
support the user in the application of the methodological approach. For this purpose, we
developed a prototype software tool that covers all the stages of the methodological ap-
proach, which provides even more excellent support to the security consultant in applying
the approach.

This automation allows the expert to abstract from the complexity of modeling and
solving the problem and focus his effort on analyzing the response, where the recommen-
dation of the optimal set of controls is made explicit. In this way, the tool facilitates the
consultant’s task and the methodological approach’s application. Moreover, in this way, it
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is expected to account for the observations made about the proposal’s ease of use, reducing
the process’s complexity.

Although we have not evaluated the tool’s impact on the assessor’s implementation of
the proposal experimentally, it is possible to estimate that the use of the tool will improve
the ease-of-use index of the model. Consequently, we expect that the automation of these
processes of the proposed methodological approach will increase the adoption intention of
security assessors.

A proposal such as this would have a positive impact on the recommendations for
the implementation of an improvement plan based on the selection and programming of
security controls since: (i) it formalizes a process that is currently not standard and depends
mainly on the experience of the security consultant, (ii) by using optimization methods,
it ensures optimal solutions according to the profile and restrictions of each organization,
which optimizes time and resources, and (iii) by using software support, it automates a
large part of the process, facilitating its application, reducing time and costs.

Therefore, the application of this methodology directly impacts the effectiveness
and efficiency in the definition and implementation of the improvement plan to advance
in the achievement of the safety standard. As a result, we perceive a positive impact
on the maximization of resources, reduce the time considerably in the definition of the
improvement plan and the costs, and ensure the determination of the best option based on
the conditions defined by the consultant.

Finally, while it is true that the proposal presented in this paper has been fully defined,
mainly in its conceptual framework, it is no less accurate that, from a practical point of
view, work must continue to complete a 100% applicable process. Then, we propose the
following points as the main lines of future research:

• The proposal includes a set of situations describing the possible scenarios an organi-
zation would like to advance. However, we recognize that this set is not definitive
but can be completed by identifying new scenarios that organizations would like to
incorporate into the model.
Therefore, one way forward is to identify, in conjunction with security experts, other
approaches to those already proposed, which will allow both to identify new ways to
complete and improve those presented in this work and to identify additional cases
to the types already recognized. With this information, a new consultation of the
literature can be made to identify those optimization techniques or models that would
allow the solution of the new scenarios proposed.
In addition to the scenarios, we will include new information security standards or
norms. This way, the approach will be able to cover better particular cases where
the assessment must be based on one or more standards. Currently, the approach
considers the ISO 27001 standard, the Supreme Decree 83 [95], and the Methodological
Guide for information security of the Chilean Government [96].

• Another research path is related to the conceptualization of the information security
field in identifying the variables that interact with this problem and the relationships
between them.
In this research work, we defined a conceptual framework that integrates a set of views of
the problem. However, it is possible to expand it to consider new variables or relationships
that were not identified. The same techniques can be used for this identification as the
previous point, such as interviews or focus groups with security experts.

• The third line of work focuses on the future software tool development that supports
the proposal. For example, if optimization problems and solutions continue to be
defined, it is necessary to update the tool to incorporate these new scenarios. On the
other hand, we must also update the tool concerning the new version of the ISO/IEC
27001:2022 standard and the controls present in ISO/IEC 27002:2022.
This future development can be considered from the perspective of intelligent systems
in such a way that the recommender becomes an assistant to the security expert,
capable of supporting him in making decisions and guiding the creation and resolution
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of scenarios that have not been considered from the beginning. In other words, the
system could assist the user in creating models that represent the organization’s reality,
even if those cases are not considered based on the application.

• Finally, we must mention the need for future validation of the proposal with security
experts in a professional context. The validation presented in this article, given
that it was the first application of the proposal, was only aimed at identifying a
series of opportunities for improvement through the collection of user perceptions.
Nevertheless, with the conclusions from this study, it was possible to identify the
proposal’s weaknesses and implement the corresponding improvements.
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