
Citation: Li, B.; Xu, X.; Wu, J.; Zhang,

L.; Wan, Z. Research on

Characteristics of Flow Noise and

Flow-Induced Noise. Appl. Sci. 2023,

13, 11095. https://doi.org/

10.3390/app131911095

Academic Editor: Gino Iannace

Received: 18 August 2023

Revised: 18 September 2023

Accepted: 26 September 2023

Published: 9 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Research on Characteristics of Flow Noise and
Flow-Induced Noise
Bingru Li 1,*, Xudong Xu 1 , Junhan Wu 1, Luomin Zhang 1 and Zhanhong Wan 2

1 School of Mechanical Engineering, Hangzhou Dianzi University, Hangzhou 310018, China;
xuxudong@hdu.edu.cn (X.X.); 222010091@hdu.edu.cn (J.W.); zhangluomin1@gmail.com (L.Z.)

2 Ocean College, Zhejiang University, Zhoushan 316021, China; wanzhanhong@zju.edu.cn
* Correspondence: libingru@hdu.edu.cn

Abstract: The noise control of flank array sonar is a primary approach to enhance the sonar detection
range. During submarine navigation, hydrodynamic noise is the main noise source in the platform
region of the flank array sonar, which includes flow noise and flow-induced noise. Therefore,
an in-depth investigation of hydrodynamic noise is necessary. In this paper, we firstly take the
teardrop submarine as a computational model to validate the computational method. Afterwards, we
numerically simulate the flow and flow-induced noise characteristics for the cylindrical shell model,
and investigate differences in noise at different detection points along the X, Y, and Z axes. Finally,
experiments are conducted to confirm the accuracy of the simulation results. The research findings
reveal that, at the same frequency, flow-induced noise exceeds flow noise, and the noise decreases as
the distance between the walls of the cylindrical shell increases. The experimental and simulation
results are consistent, suggesting that the selected computational method can precisely simulate the
submarine’s noise.

Keywords: flow noise; flow-induced noise; fluid-structure interaction; hydrodynamic noise; numeri-
cal simulation

1. Introduction

The flank array sonar is a passive sonar with a large-scale hydrophone base array
mounted on the side of a submarine, which can provide remote passive detection, classifica-
tion, and localization [1]. However, when the submarine is in motion, the noise generated
by the interaction between the flow field and the hull can interfere with sonar detection.
Consequently, it is of vital significance to investigate the noise characteristics of submarines,
mitigate the impact of submarine-generated noise on flank array sonar, and optimize the
arrangement of flank array sonar to enhance its anti-noise performance [2].

The noise of the flank array sonar platform is mainly divided into three parts: mechan-
ical noise, propeller noise, and hydrodynamic noise [3]. As a result of the high speed of
underwater navigation, as the navigation speed increases, the proportion of hydrodynamic
noise gradually increases. Therefore, we focused our research and analysis on hydrody-
namic noise. Hydrodynamic noise, as the dominant noise at relatively high navigation
speeds, can be divided into flow noise and flow-induced noise [4]. Among them, flow
noise is mainly caused by the combination of turbulent boundary layer disturbance outside
the structural shell and wall pulsating pressure. On this basis, flow-induced noise is the
superposition of structural vibration and noise generated by the interaction between the
shell and fluid [5].

In order to achieve a credible study of its underwater performance, a clear understand-
ing of its surrounding flow field must be obtained. The study of flow field in the past was
to directly obtain relevant data through underwater experiments, and then to calculate and
analyze its structural parameters; however, obtaining data directly through experiments
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will consume relatively high resources. In recent years, with the development of computa-
tional fluid dynamics (CFD) and computational acoustics, it has become possible to study
the noise of underwater targets using numerical simulation methods.

Lu et al. [6] computed the flow field of the SUBOFF submarine using Fluent software
and then utilized Fluent’s acoustic module to calculate the flow noise. However, due to the
inclusion of compact source assumptions, although it accurately calculated far-field acoustic
information, it introduced significant errors into the calculations near the submarine’s
surface. Zeng [7] employed a combination of computational fluid dynamics and the
boundary element method to calculate the flow noise of a fully appended submarine,
obtaining the total sound pressure level at characteristic points. Kellett et al. [8] used the
k-ε model in conjunction with the FW-H equation to numerically predict the underwater
radiated noise of LNG ships. Wang et al. [9] combined Large Eddy Simulation (LES) with
the Infinite Element Method (I-FEM) to perform frequency-domain numerical predictions
of the flow noise from propellers in uniform flow and the flow noise from submarines.
Shi [10] used the SUBOFF scaled model to simulate and model the hull command deck
line shape and hull shell thickness. He studied the acoustic radiation characteristics of the
hull flow-excited structural vibration under the action of pulsating pressure, but did not
conduct a comparison with the flow noise.

While many scholars have conducted research on submarine noise, previous studies
on flow-induced noise assumed that structural deformations of the hull during underwa-
ter movement could be neglected [11]. However, under the effect of pulsating pressure,
the shell still undergoes certain structural displacement changes resulting in vibration
noise [12,13]. Therefore, analyzing the flow-induced noise generated during the under-
water shell motion based on one-way fluid−structure interaction has significant research
value [14,15].

In this study, we not only calculated flow noise, but also computed flow-induced noise,
comparing it with flow noise. For submarines, the proportion of sonar array size is small. In
the experiment, we need to consider the array size of the hydrophone in combination with
the size of the carrier. As the hydrophone is approximated as a straight line in the array
direction, we used the cylindrical shell as the model for simulation and experiment. Firstly,
we validated the computational methods using a teardrop submarine model. Subsequently,
we established a cylindrical shell model to conduct numerical simulations of flow noise
and flow-induced noise characteristics. We investigated the differences in noise at various
detection points along the X, Y, and Z axes. Lastly, we designed a towing experiment to
verify the accuracy of the simulations.

This provides a reference for analyzing the noise characteristics of military vessels and
optimizing the arrangement of the flank array sonar. In the next step, a more realistic ship
model can be established to calculate the noise distribution in key areas and for verification
with the experimental results. Additionally, adjustments to the installation angles and
positions of the sonar could be made specifically for noise-prone regions, thereby enhancing
the signal-to-noise ratio of the sonar system.

2. Computational Theory
2.1. Flow Noise Calculation Theory

The study of flow noise started with Lighthill’s acoustic analogy theory, which com-
bines acoustic field and flow field calculations to solve flow noise by solving flow field
information [16]. Lighthill’s basic equation is as follows:

∂2ρ′

∂t2 − c2
0∇2ρ′ =

∂2Tij

∂xi∂xj
(1)

where c0 is the speed of sound under isentropic conditions; ρ′ = ρ− ρ0, where ρ and ρ′ are
the densities of the fluid under disturbed and undisturbed conditions, respectively; Tij is
the Lighthill’s stress tensor.
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The boundary element method is capable of accurately computing and solving flow
noise for complex structures at low frequencies. By utilizing Helmholtz equation in con-
junction with the acoustic control equation, the differential equations within the solution
domain are transformed into integral equations over the boundary. These integral equations
are then discretized into simpler weighted forms using numerical methods [17].

Let p̂′eiωt = c2ρ̂eiωt = c2
0ρ′, q̂ =

∂2
T̂ij

∂xi∂xj
, Tij = T̂ijeiωt, where k = ω/c0 is the wave

number, the symbol above p̂′, ρ̂′ and T̂ij indicates that they are frequency domain variables.
Taking the Fourier transform of Equation (1), we arrive at the following expression:

∇2 p′ + k2 p′ = q (2)

For the sake of simplicity, the symbols denoting frequency domain variables have
been omitted. In the subsequent text, unless otherwise specified, all variables represent
frequency domain quantities. Reference [18] applies a specific treatment to Equation (2),
indicating that the sound pressure at the receiving point in the acoustic field needs to satisfy
the following formula:

Cp′ =
∫

V
Tij

∂2G
∂yi∂yj

dV −
∫

Ωa
p′

∂G
∂n

dΩa (3)

where V is the volume domain to be solved; Ωa is the solid wall surface; C is the surface
shape function, taking 0.5 when the receiving point is on the solid surface and 1. when
the receiving point is inside the solution domain; G is the Green’s function satisfying

G(
→
r ,
→
r a) =

e−jk|→r −→r a |

4π|→r −→r a |
, where ra is the sound source point.

In Equation (2), the flow noise p′ can be decomposed into the sum of hydrodynamic
fluctuating pressure ph and acoustic fluctuating pressure pa, i.e.,

p′ = ph + pa (4)

where ph can be obtained by calculating the flow field, but pa is unknown. To solve for
pa, the integral domain needs to be decomposed. The volume domain is decomposed
into V1 and V2, with corresponding boundaries of Ω1 and Ω2, respectively. V1 is the
volume close to the receiving point r, which is only affected by pa; Ω2 is the remaining
volume of the integral domain, where the receiving point r is affected by both pa and ph.
Substituting Equation (4) into (3) and using the approximate formula of Lighthill stress
tensor Tij ≈ ρ0uiuj, we can obtain:

Cpa = −
∫

Ω
pa

∂G
∂n

dΩ +
∫

V2

ρ0uiuj
∂2G

∂yi∂yj
dV1 −

∫
Ω2

ph
∂G
∂n

dΩ2 (5)

Before solving using the boundary element method, discretization is first performed.
For any point ra on the mesh cell Ωe, assuming the acoustic pressure satisfies the discrete
function:

p′(ra) =
ne

∑
i=1

Ne
i (ra)p′i (6)

where the local shape function Ne
i takes the value 1 at node i and 0 at other positions; ne is

the number of nodes on mesh cell Ωe.
Expanding the local shape function Ne

i in Equation (6) to the entire mesh surface Ω
yields the global shape function Ni, which takes the value Ne

i on cell Ωe and 0 at other
positions, i.e.,

p′(ra) = [Ni]{p′i} (7)
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Equation (5) can be solved using the boundary element method. Substituting (7) into
(5) yields the following:

Cpa = −{paj}
∫

Ω
[Nj]

∂G
∂n

dΩ− {phk}
∫

Ω2

[Nk]
∂G
∂n

dΩ2 + Q (8)

where Q represents the volume integral over Tij, which can be ignored at low Mach numbers
as Tij is small.

Applying Equation (8) to all nodes on the surface mesh Ω, the final equation for
solving flow noise can be obtained as follows:

Cpai = −[Aij]{paj} − [Aik]{phk} (9)

where:

[Aij] =
∫

Ω
[Nj]

∂G(r, rj)

∂n
dΩ (10)

[Aik] =
∫

Ω2

[Nk]
∂G(r, rk)

∂n
dΩ2 (11)

The original integral equation has now been simplified to an algebraic weighted form.
Substituting pa into Equation (4) gives the flow noise at any point.

2.2. Flow-Induced Noise Calculation Theory

As a result of the flow-induced vibration of the hull surface, the velocity boundary
condition needs to be satisfied:

vn =
j

ρ0ω

∂p
∂n

= vn (12)

Equation (2) is an inhomogeneous Helmholtz equation. According to the superposition
principle, its solution can be considered as the superposition of the solution pa to the
homogeneous Helmholtz equation and the solution pb to the inhomogeneous Helmholtz
equation, i.e.,

p′ = pa + pb (13)

where pb is the flow noise without considering fluid−structure coupling, which was
solved in the previous section. pa is the solution to the homogeneous Helmholtz equation
satisfying: the following

∇2 pa + k2 pa = 0 (14)

The velocity boundary condition to be satisfied for Equation (14) is as follows:

j
ρ0ω

∂pa

∂n
= vn −

j
ρ0ω

∂pb
∂n

(15)

Now, we just need to solve the homogeneous Helmholtz equation. Discretization
is first performed. For any point on mesh cell Ωae, assuming the acoustic pressure and
velocity have the following discrete functions, respectively:

p(
→
r a) =

ne

∑
i=1

Ne
i (
→
r a)pi (16)

νn(
→
r a) =

ne

∑
i=1

Ne
i (
→
r a)νni (17)

where the shape function Ne
i takes the value 1 at node i and 0 at other positions; ne is the

number of nodes on cell Ωae. The shape functions Ne
i in Equations (16) and (17) are only

the local shape functions defined on cell Ωae. Expanding them to the entire mesh surface
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Ωa yields the global shape functions Ni, which takes the value Ne
i on cell Ωae and 0 at other

positions, i.e.,
p(
→
r a) = [Ni]{pi} (18)

νn(
→
r a) = [Ni]{νni} (19)

According to the theory of boundary elements, the solution satisfying Equation (14),
velocity boundary condition (15), and the Sommerfeld radiation condition is as follows:

Cpa(
→
r ) =

∫
Ω
(p(
→
r a)

∂G(
→
r ,
→
r a)

∂n
− G(

→
r ,
→
r a)

∂p(
→
r a)

∂n
)dΩ (20)

where the coefficients C take the following values:

C =


0.5
1
0

→
r ∈ Ω

→
r ∈ V | Ω
→
r /∈ V

(21)

In Equation (20), letting an arbitrary point
→
r in the acoustic field be at node

→
r b, then

[Ab]{pai} = [Bb]{
∂pai
∂n
} (22)

where the elements of column i of the coefficient matrices Ab, Bb are, respectively,

Abi = δbi

(
1 +

1
4π

∫
Ω

∂

∂η
(

1

| →r b −
→
r a |

)dΩ

)
−
(∫

Ω
Ni(
→
r a)

∂G(
→
r b,
→
r a)

∂η
dΩ

)
(23)

B .
bi
= −

∫
Ω

Ni(
→
r a)G(

→
r .

b
,
→
r a)dΩ (24)

Applying Equation (22) to all the na nodes on the boundary Ω yields the boundary
solution equation:

[A]{pai} = [B]{∂pai
∂n
} (25)

where A, B are na × na matrices whose i row vectors are Abi and Bbi, respectively.
Upon solving for pa using Equation (25), their summation with pb constitutes the total

fluctuating pressure. As the velocity at each node on the boundary mesh is known, the
acoustic pressure at any point in the acoustic field is then as:

p(
→
r ) = [C]{p′i}+ [D]{νni} (26)

where C and D are vectors of 1× na and the elements of their i columns are, respectively:

Ci =
∫

Ω
Ni

∂G(
→
r ,
→
r a)

∂n
dΩ (27)

Di = jρ0ω
∫

Ω
NiG(

→
r ,
→
r a)dΩ (28)

3. Validation of Calculation Method
3.1. Computational Model and Boundary Conditions

This paper utilizes numerical simulation method verification based on the simplified
model of the teardrop submarine “Albacore Submarine” [19]. The geometric data of this
teardrop submarine model came from [20]. We used the same scaling as in reference [21],
using a size scale of 1:25, model length of 3.2 m, and width of 0.4 m. The entire flow
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field computational domain was a cuboid, with a length 4 times the submarine length in
the incoming flow direction, and 2 submarine lengths in the wake flow direction. The
cross-section of the computational domain was a square with a side length 10 times the
maximum width of the model. To accurately simulate the flow field flow details, y+ = 50
was taken and the mesh was 127 w. The computational domain mesh is shown in Figure 1.
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The boundary conditions of the flow field computational domain consist of the velocity
inlet, pressure outlet, hull surface, and outer boundary. The boundary conditions were set
as follows:

1. Velocity inlet: The left end face (blue) of the fluid domain, with a Dirichlet boundary
condition of 5 m/s velocity.

2. Outflow: The right end face (yellow) of the fluid domain, located 2 submarine lengths
behind the stern, so a free outflow boundary condition was used.

3. Symmetry boundary condition: The upper, lower, left, and right four end faces of
the fluid domain. These positions were far away from the submarine surface, so
the normal velocity components on these end faces could be considered zero, thus a
symmetry boundary condition was used.

4. Wall boundary condition: The outer surface (green) of the model, with a no-slip
boundary condition.

3.2. Computational Method

Reference [21] compared several turbulence models and concluded that better simula-
tion accuracy could be obtained by using the RNG k-ε turbulence model. The authors did
not use the LES model due to its high computer hardware requirements. In this paper, the
steady flow computation used the RNG k-ε turbulence model; pressure−velocity coupling
used the SIMPLE algorithm; and momentum, turbulent kinetic energy, and turbulent
diffusivity used second-order upwind spatial discretization to improve the computational
accuracy. After the residuals stabilized, the relevant physical variables could be observed
and analyzed. With the stable steady flow results, non-steady flow calculations could
begin. The LES turbulence model was chosen for the non-steady flow calculations and
the FW-H acoustic model was turned on, while the export corresponded to the acoustic
“CGNS” file (CGNS stands for CFD General Notation System [22]; it contains mesh data,
physical variables, and storage structures in CFD calculations). The solid model material
was aluminum and the fluid was water. The time step was 0.00005 s, with 1000 iterations
and 50 iterations per time step to ensure convergence. The reference pressure used to
calculate the sound pressure level in the water was 1 × 10−6 Pa.

3.3. Computational Results and Analysis

The pressure coefficient distribution of the computational model is shown in Figure 2.
The pressure coefficients at the front and rear ends of the model surface were large. Because
the water flow collides with the submarine hull at these positions, there was a sharp
decrease in fluid velocity. According to the Bernoulli equation, the pressure at these
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positions will increase, thus generating a higher-pressure coefficient. The velocity in the
middle section was larger, so the pressure coefficient was smaller.
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Figure 2. Pressure coefficient distribution of the computational model.

As shown in Figure 3, the velocity on the wall surface was zero due to the wall
boundary condition. We can observe the influence of the model’s stagnation point on the
velocity field, as well as the impact of the wake and trailing vortices on the flow field, which
is consistent with the theory. The teardrop shape minimized shape drag to the maximum
extent. Towards the rear, the streamlined design gradually narrowed, making it easier for
the fluid to re-converge. This allowed water to flow more smoothly around the submarine,
reducing turbulence and vortices in the water, resulting in a smaller wake. An increase in
fluid velocity caused the wake to elongate and narrow. High-speed fluid would produce a
longer wake, while low-speed fluid would generate a shorter wake.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 18 
 

extent. Towards the rear, the streamlined design gradually narrowed, making it easier for 

the fluid to re-converge. This allowed water to flow more smoothly around the submarine, 

reducing turbulence and vortices in the water, resulting in a smaller wake. An increase in 

fluid velocity caused the wake to elongate and narrow. High-speed fluid would produce 

a longer wake, while low-speed fluid would generate a shorter wake. 

 

Figure 3. Cross-sectional velocity distribution of the computational model. 

Compare the numerical simulation results with the experimental data. According to 

the experimental data provided in reference [23], the layout of the hydrophones in the 

experiment is shown in Table 1.  

Table 1. Experimental hydrophone layout. 

Hydrophone Axial (m) Circumferential (°) 

A1 0.48 180 

A2 1.28 180 

A3 1.6 180 

A4 2.08 180 

A5 2.72 180 

A6 1.6 95 

A7 1.6 120 

A8 1.6 150 

The circumferential position refers to the angle between the hydrophone and the positive Y axis. 

As shown in Figure 4, we compared the simulation results of hydrophones numbered 

1, 3, 5, and 8 with the experimental results of the submarine’s sound pressure level.  

  

(a) (b) 

Figure 3. Cross-sectional velocity distribution of the computational model.

Compare the numerical simulation results with the experimental data. According
to the experimental data provided in reference [23], the layout of the hydrophones in the
experiment is shown in Table 1.

Table 1. Experimental hydrophone layout.

Hydrophone Axial (m) Circumferential (◦)

A1 0.48 180
A2 1.28 180
A3 1.6 180
A4 2.08 180
A5 2.72 180
A6 1.6 95
A7 1.6 120
A8 1.6 150

The circumferential position refers to the angle between the hydrophone and the positive Y axis.

As shown in Figure 4, we compared the simulation results of hydrophones numbered
1, 3, 5, and 8 with the experimental results of the submarine’s sound pressure level.
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When the frequency was less than 1000 Hz, the simulation results were slightly
smaller than the experimental values, with an error of about 8%, and the variation trend
was consistent with the experiment. When the frequency was greater than 1000 Hz, the
simulation results were basically the same as the experimental results with the same trend.
This also validated the accuracy of the numerical simulations in this study, confirming the
viability of using this method for flow field calculations.

4. Noise Calculation of Cylindrical Shell Model
4.1. Computational Model

The simulation model used in this study is a simplified cylindrical shell of the ex-
perimental model. The experimental model is illustrated in Figure 5. To minimize com-
putational resources, the experimental model underwent simplification. The hull was
approximated as a cylindrical shell with a diameter of 250 mm, a length of 500 mm, and
a thickness of 2 mm. Flanges with a diameter of 270 mm and a thickness of 5 mm were
secured on both ends of the cylindrical shell using bolts to enclose it.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 9 of 18 
 

  

(c) (d) 

Figure 4. Sound pressure level comparison: (a) no. 1; (b) no. 3; (c) no. 5; (d) no. 8. 

When the frequency was less than 1000 Hz, the simulation results were slightly 

smaller than the experimental values, with an error of about 8%, and the variation trend 

was consistent with the experiment. When the frequency was greater than 1000 Hz, the 

simulation results were basically the same as the experimental results with the same trend. 

This also validated the accuracy of the numerical simulations in this study, confirming the 

viability of using this method for flow field calculations. 

4. Noise Calculation of Cylindrical Shell Model 

4.1. Computational Model 

The simulation model used in this study is a simplified cylindrical shell of the exper-

imental model. The experimental model is illustrated in Figure 5. To minimize computa-

tional resources, the experimental model underwent simplification. The hull was approx-

imated as a cylindrical shell with a diameter of 250 mm, a length of 500 mm, and a thick-

ness of 2 mm. Flanges with a diameter of 270 mm and a thickness of 5 mm were secured 

on both ends of the cylindrical shell using bolts to enclose it. 

  

(a) (b) 

Figure 5. Experimental and simulation models: (a) experimental model and (b) simulation model. 

The dimensions of the flow field model for the simulation and the flow field bound-

ary conditions were the same as those in Chapter 3. The solid model material was alumi-

num and the fluid was water. The flow field model mesh was generated using ICEM CFD 

software and the mesh was 325 w. To better obtain the flow field information and details 

on the shell surface, boundary layer mesh refinement was performed at the interface be-

tween the flow field and the shell. The flow field was divided into 3 blocks, with appro-

priate sparse mesh processing in areas not directly involved in the fluid−structure inter-

action. The simulation model and computational domain mesh are shown in Figure 6. 

Figure 5. Experimental and simulation models: (a) experimental model and (b) simulation model.



Appl. Sci. 2023, 13, 11095 9 of 17

The dimensions of the flow field model for the simulation and the flow field boundary
conditions were the same as those in Chapter 3. The solid model material was aluminum
and the fluid was water. The flow field model mesh was generated using ICEM CFD
software and the mesh was 325 w. To better obtain the flow field information and details on
the shell surface, boundary layer mesh refinement was performed at the interface between
the flow field and the shell. The flow field was divided into 3 blocks, with appropriate
sparse mesh processing in areas not directly involved in the fluid−structure interaction.
The simulation model and computational domain mesh are shown in Figure 6.
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4.2. Flow Noise Calculation

The acoustic field calculation was built on the foundation of the flow field computation,
and in this study, Virtual Lab acoustic simulation software was employed for the analysis.
The calculated CGNS files were imported into the acoustic simulation software. The
boundary element method transformed the 3D volume mesh into 2D surface integral
solution by combining the Helmholtz equation with the acoustic field control equation, and
acoustic analysis could be performed at any point in the acoustic field.

The acoustic directivity analysis referred to selecting points at a certain distance on the
required solution surface, solving the acoustic pressure values at these points, and finally
plotting the relationship between the acoustic pressure values and the angles relative to
the reference axis in a polar coordinate system. This could effectively obtain the spatial
distribution characteristics of flow noise.

We first analyzed the flow noise directivity of the shell. By taking the center of the
shell (0, 0, 0.105 m) as the center, a circle with radius of 4 m was made on the vertical
section, and an acoustic signal detection point was placed every 10◦ to obtain the spatial
distribution characteristics of flow noise in the vertical section. Taking 2 m away from
the aft shell, i.e., (0, 0, 0.355 m) as the center, a circle with radius of 4 m was made on the
horizontal section, and an acoustic signal detection point was placed every 10◦ to obtain
the spatial distribution characteristics of flow noise in the horizontal section.

From Figure 7a, it can be observed that the spatial distribution of flow noise on the
vertical section was circular in shape. Because the shell was simplified as a cylinder, it had
very good spatial symmetry. In the far-field, the flow noise that radiated from the shell
was evenly distributed. On the horizontal section, it was difficult to directly observe the
distribution characteristics of flow noise. Therefore, the flow noise values were reduced
by 40 dB for observation. It can be seen from Figure 7b that the flow noise at the bow and
stern decreased significantly. Because of the influence of the incoming flow and wake flow,
the flow velocity at the bow and stern was lower. Hence, the noise is relatively reduced.
The flow velocity in the middle part of the shell was faster, so the noise was relatively large.
Because the shell structure was symmetrical on the left and right, the flow noise showed a
symmetrical distribution.
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4.3. Flow-Induced Noise Calculation

The calculation of flow noise regards the shell as a rigid body, but in actual situations,
the shell will vibrate when subjected to surface pressure. Flow-induced noise takes struc-
tural vibrations into consideration, and it can be regarded as a composite of vibration noise
generated by fluctuating pressures from the flow field and vibration-induced noise from
the shell surface.

When calculating flow-induced noise, the vibration displacement of the shell surface must
be considered, so fluid−structure interaction analysis is required. Because of the very small
deformation in the shell structure, the volume change in the fluid domain could be neglected.
So, we adopted a one-way fluid−structure interaction, considering only the influence of the
fluid on the structure. The CGNS file containing flow field fluctuation information solved
by Fluent was imported as the initial condition for the acoustic solution into the acoustic
simulation software. The fluctuating pressure at each time step was applied as an external load
to the shell structure to solve the structural dynamics equation and to obtain the displacement
at each time step. Taking the derivative of displacement with respect to time could obtain the
vibration velocity of the shell structure under the action of fluctuating pressure. The vibration
velocities at each time node were the velocity boundary conditions when using the boundary
element method to solve for flow-induced noise.

After completing the acoustic field simulation, we analyze the sound pressure nephogr
am at various cross-sections. The sound pressure nephogram provided us with an intuitive
understanding of the spatial distribution of the acoustic field, enabling us to analyze the
distribution of sound pressure at corresponding frequencies. The variations of the acoustic
field around the shell are shown in Figure 8.
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We conducted a comparative analysis of the longitudinal sectional sound pressure
nephogram of flow-induced noise at 200 Hz, 244 Hz, 300 Hz, and 450 Hz, with results as
follows:

From Figure 9, it can be observed that at frequencies of 201 Hz, 244 Hz, 302 Hz,
and 450 Hz, the maximum sound pressure levels of flow-induced noise were 137 dB,
165 dB, 108 dB, and 89.2 dB, respectively. Notably, at a frequency of 244 Hz, the vibration
displacement of the shell structure was significantly higher than at other frequencies. This
was attributed to resonance between the shell structure and the fluid at this frequency.
In comparison with other frequencies, changes in the sound pressure nephogram were
observed in the near-field region. Except for 244 Hz, the sound pressure distribution near
the wall was lower at the bow and stern due to the “masking effects” of the incoming flow,
while the numerical values were smaller at the bow and stern than in the middle section.
Overall, the sound pressure nephogram exhibited a symmetric “butterfly” pattern. As the
frequency increased from 201 Hz to 302 Hz, the flow-induced noise decreased by 29 dB,
and as the frequency increased from 302 Hz to 450 Hz, the flow-induced noise decreased
by 19 dB. Evidently, with increasing frequency, the rate of flow-induced noise attenuation
gradually decreased, and the reduction became less pronounced as the distance from the
shell surface increased.
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The spatial distribution characteristics of flow-induced noise are illustrated in Figure 10,
with the detection points positioned in alignment with the flow noise locations.

From Figure 10, it is evident that the spatial directivity of flow-induced noise in the
vertical section was consistent with that of the flow noise—both were circular in shape. It
can be seen from the horizontal section that the flow-induced noise was smaller at both
ends of the shell, and because there were two slots on both sides of the shell, it presented
a “butterfly” shape. The sound pressure levels of flow-induced noise in horizontal and
vertical sections are both greater than those of the flow noise.
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4.4. Comparison of Flow Noise and Flow-Induced Noise

The spatial distribution of the flow-induced noise can be roughly understood through
the above acoustic directivity. Next, we analyzed and compared the flow-induced noise at
different detection points along the X, Y, and Z axes with the flow noise.

We arranged 12 detection points along the X, Y, and Z axes, with a gradual transition
from dense to sparse spacing.

Firstly, we selected detection points at both the near-field and far-field along the three
axes. We conducted a comparative analysis of the spectral characteristics of flow noise and
flow-induced noise, as well as the differences between the near-field and the far-field.

As shown in Figure 11, the variations in flow noise and flow-induced noise were
consistent in different directions. Along the x axis, when the frequency was below 200 Hz,
the flow noise and flow-induced noise were nearly equal. For frequencies above 200 Hz,
both near and far-field conditions exhibited higher flow-induced noise compared with
flow noise. Moreover, as the distance increased, both values gradually decreased. Beyond
400 Hz, both values tended to stabilize. It is noteworthy that at a frequency of 240 Hz, the
flow-induced noise reached its maximum value, approximately 130 dB, while the corre-
sponding flow noise levels were around 60 dB, resulting in a difference of approximately
70 dB. The noise variation trend along the y axis was similar to that along the x axis.
Along the z axis, the overall noise levels were slightly lower than those along the x and y
axes, but the first peak of flow-induced noise was larger. Because of the noise generated
by the vibration of the shell structure, peaks in the flow-induced noise were observed at
frequencies of 240 Hz, 520 Hz, and 620 Hz. These frequencies were associated with the
inherent frequencies of the wet modes, indicating that resonance had a significant impact
on flow-induced noise.

As shown in Figure 12, at the 12 detection points, the flow noise was consistently lower
than the flow-induced noise. Along the x axis, with the increase in distance from the shell
surface, the value of flow noise decreased from 117 dB to 65 dB, while the flow-induced
noise decreased from 153 dB to 107 dB. The difference between the two remained around
40 dB. When the distance from the shell surface was less than 0.25 m, the reduction in
flow noise was more significant than that in the flow-induced noise, and stabilized as the
distance increased. For each of the detection points along the y axis, the value of flow-
induced noise decreased from 150 dB to 102 dB, while the flow noise decreased from 125 dB
to 57 dB, as the distance from the shell surface increased. The trend along the z axis was
consistent with that of the x and y axes, with a difference of about 48 dB between the flow
noise and flow-induced noise. As the distance between the detection points and the shell
surface increased, flow noise decreased from 103 dB to 37 dB, while the flow-induced noise
decreased from 138 dB to 80 dB, with a greater variation in flow noise. It is noteworthy that
along the z axis, at the same distance, both flow noise and flow-induced noise were lower
compared with the X and Y directions. This is attributed to significant variations in the
flow field around the bow and stern of the shell, which reduced noise propagation.
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5. Experiments

Finally, we designed towing experiments to verify the accuracy of the simulation
results.

5.1. Experimental Model

The experimental model is shown in Figure 13a. Sealing rings were used at the end
caps of the cylindrical shell and silicone was applied to ensure sealing of the shell. The end
caps were connected to the shell body by bolts. As the cylindrical shell was hollow, the
ballast body shown in Figure 13b was used for ballasting to sink the shell underwater. The
ballast body was streamlined to reduce the noise generated during motion and to minimize
experimental errors.
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5.2. Arrangement of Experimental Instruments

As shown in Figure 14, the experimental vessel was connected to the cylindrical shell
through a cable and towed by a vessel at a speed of 3 knots to capture waterborne noise
signals at the vicinity of the shell. In order to ensure the stability of the underwater posture
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of the cylindrical shell, the ballast was placed directly under the cylindrical shell through
the cable connection, and a tail rope was fixed at the tail to ensure balance.
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Figure 14. Schematic diagram of the experimental dragging.

The hydrophones were arranged on a column 40 mm away from the surface of the
shell. There were 8 hydrophones in total, and the distance between them was 100 mm. The
arrangement of the hydrophones on the cylindrical shell is shown in Figure 15a and the
layout of the experimental detection points is shown in Figure 15b.
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Figure 15. Experimental arrangement: (a) experiment equipment; (b) schematic diagram of detection
point layout. #1–#8 in (b) represent the location of the hydrophone detection points.

5.3. Signal Processing Results

The time-domain signals of each detection points acquired during the experiment
underwent Fourier transform and were subsequently compared with the noise signals
obtained through the simulation. This paper focuses on comparative analysis of underwater
acoustic signals of detection point No. 1 and No. 4, with the results presented in Figure 16.

As shown in Figure 16, the overall variation trends in the simulation results and
experimental results were basically the same. The first peak values of the two hydrophones
appeared around 264 Hz and 240 Hz, with magnitudes of 110 dB and 106 dB. The first peak
values in the two simulations appeared around 244 Hz, with magnitudes of 102 dB and
98 dB. The peak error was within 8%. There were certain errors between the overall simu-
lation and experimental data, with the simulation data being smaller than the experimental
data. This was because the numerical simulation was carried out under ideal conditions. In
the experimental environment, environmental noise, sensor installation position, structural
errors, underwater motion attitude, etc., will result in greater experimental values. Judging
from the peak values in the sound pressure spectrogram, using fluid−structure coupling
to solve the flow field can reflect the real underwater acoustic environment, providing
experimental support for the simulation results in this study.
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6. Conclusions

In this paper, we conducted research on flow noise and flow-induced noise, and
validated the numerical simulation methods used. Based on this, an acoustic comparative
analysis of flow noise and flow-induced noise in a cylindrical shell was performed. The
following conclusions were drawn:

(1) The validation of the computational method was performed using a teardrop subma-
rine model, and the pressure curves at various detection points exhibited consistency
with experimental trends.

(2) According to the result of detection points at different distances in the X, Y, and Z axes,
the spatial characteristics of flow noise and flow-induced noise were compared and
analyzed. The results indicate that, at the same frequency, flow-induced noise was
greater than flow noise. In the near-field region, both flow noise and flow-induced
noise exhibited a significant decay rate, which stabilized as the distance increased.

(3) The experimental results demonstrate that the simulated sound pressure values at
the detection points exhibited a consistent trend with the experimental values, with
an error of 8% at the peak. Therefore, the simulation results can effectively reflect the
characteristics of the actual underwater acoustic environment.
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