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Abstract: E-learning systems have been considerably developed after the COVID-19 pandemic. In
our previous work, we developed a linguistic interactive E-learning system for phonetic transcription
learning. In this paper, we propose three artificial-intelligence-based enhancements to this system
from different aspects. Compared with the original system, the first enhancement is a disordered
speech classification module; this module is driven by the MFCC-CNN model, which aims to
distinguish disordered speech and nondisordered speech. The accuracy of the classification is about
83%. The second enhancement is a grapheme-to-phoneme converter. This converter is based on the
transformer model and designed for teachers to better generate IPA words from the regular written
text. Compared with other G2P models, our transformer-based G2P model provides outstanding
PER and WER performance. The last part of this paper focuses on a Tacotron2-based IPA-to-speech
synthesis system, this deep learning-based TTS system can help teacher generate high-quality speech
sounds from IPA characters which significantly improve the functionality of our original system. All
of these three enhancements are related to the phonetic transcription process. and this work not only
provides a better experience for the users of this system but also explores the utilization of artificial
intelligence technologies in the E-learning field and linguistic field.

Keywords: linguistic E-learning; phonetic transcription; Mel frequency cepstrum coefficient;
grapheme-to-phoneme; transformer; speech synthesis

1. Introduction

Phonetic transcription, a process that represents speech sounds using special symbols,
plays an important role in the linguistic education field. Generally, International Phonetic
Alphabet (IPA) characters are utilized in the process of phonetic transcription [1,2]. The IPA
is an alphabet system generated from Latin script that aims to indicate the pronunciation
of words; for example, the phonetic format of /Phonetic/ is /f@’nEtik/.

In a previous work, we developed an interactive E-learning system focused on pho-
netic transcription and pronunciation for language learners. This system, named APTgt,
is an online exam system that provides phonetic transcription exams for IPA language
students and automated grading tools for teachers [3]. To improve the intelligence and
extensibility of the original system, in this paper, we propose three enhancements for the
system based on machine learning and deep learning technology. Figure 1 illustrates the
function of our original system and the proposed enhancements. The primary system in-
cludes two parts: in the teacher’s part, a teacher can create a question by attaching an audio
file of word/phrase pronunciation and uploading its corresponding phonetic format as
the answer; the student listens to the questions and types the answers on an IPA keyboard.
The system then automatically calculates the similarity between the student’s answers and
the prestored correct answer using the edit distance algorithm and generates the grade [3,4].
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Our study mainly focused on the teacher part and aimed at improving the experience of
teachers. The prototype of the linguistic system was designed for the Communication
Disorder Department. Teachers always require large amounts of time to distinguish disor-
dered speech from nondisordered speech. Moreover, thonetic transcription is a process that
generates words in phonetic format (IPA characters) from their written format. For teachers,
adding questions in the system also requires them to add the corresponding correct answer
in phonetic format. A grapheme-to-phoneme converter assists teachers in finishing this step
and significantly improves the user experience. In the last part, the phonetic transcription
exams in our system require the speech sound of English words or brief phrases; using the
recordings of students or staff may cause privacy issues. A high-quality speech synthesis
system perfectly solves this problem. All of the above challenges inspired us to build the
following enhancements for our E-learning system.

Figure 1. The enhancements to the linguistic E-learning system.

The three enhancements that we propose include the following:

• A MFCC+CNN-based disordered speech classification module.
• A Transformer-based grapheme-to-phoneme (G2P) converter module.
• A Tacotron2-based IPA-to-speech synthesis module.

The disordered speech classification module aims to to distinguish disordered speech
from nondisordered speech. As an intelligent linguistic E-learning system, this module
helps students understand the difference between correct pronunciation and disordered
speech. During this study, we employed the Mel frequency cepstrum coefficient (MFCC) as
the feature to represent the speech sound and a convolutional neural network (CNN) as
the classification model [5].

The second enhancement module for our E-learning system is a transformer-based
grapheme-to-phoneme (G2P) converter. In the phonetic transcription exam, teachers need
to upload the pronunciation of English words, phrases, and sentences, where the pronun-
ciation of speech sounds can be represented as phonemes. G2P conversion is a process
that converts written words (grapheme) to their pronunciations (phonemes) [6]. With this
G2P converter, teachers can easily extract the words in their phonetic format. We used
neural machine translation ideas to design this G2P converter. After comparing several
models, the transformer model, an encoder–decoder model with self-attention mechanisms,
can provide superb performance with low word error rate (WER) and phoneme error rate
(PER) [7].

The Tacotron2-based IPA-to-speech synthesis (text-to-speech) system is the last en-
hancement for our system. In order to help students better understand the pronunciation
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of IPA symbols, this module was introduced for directly generating high-quality speech
audio files from IPA symbols. Furthermore, this module helps teachers easily acquire
audio files as a part of the question in the exam system. It took two steps to build the
IPA-to-speech system:

• Build a grapheme-to-phoneme system to convert all the English text to IPA format;
• Build the TTS system with the processed data.

2. Related Literature
2.1. Linguistic E-Learning

During the peak of the COVID-19 pandemic, according to data from UNESCO, over
1 billion children were affected and out of the classroom globally. The shift to E-learning
or online learning is also significantly increasing with increases in Internet access. For
example, Zhejiang University deployed over 5000 courses online in two weeks on the
platform DingTalk ZJU [8], and the Imperial College London started offering courses on
Coursera starting in 2020.

E-learning is an approach that delivers knowledge or skills remotely and interactively
using electrical devices such as smartphones, tablets, and laptops. Compared with tradi-
tional classroom learning, E-learning can offer students flexible topics or subjects; students
can interact with teachers or professors through email or platforms without the restrictions
imposed by physical distance. It cannot entirely replace traditional classroom learning but
provides an augmented learning environment. Coursera and Udemy are both successful in
E-learning (online learning) platformsonin the market that provide high-quality courses
with quizzes and interactive exams [9].

Linguistics is a scientific subject of human language. E-learning can play an important
role in linguistics education since the advantages of E-learning benefit linguistics pedagogy.
Automated Phonetic Transcription—The Grading Tool (APTgt) is a well-designed inter-
active web-based E-learning system that focuses on phonetic transcription for students
(learners) and teachers (faculty). Phonetic transcription is a process that represents the
speech sounds using special characters or symbols [3].

2.2. Speech Disorders Classification

A speech disorder is a condition in which a person experiences problems creating
or forming the speech sounds needed to communicate with others. It is a subproblem of
speech classification. To solve speech classification problems, both a feature extraction
function and a classification algorithm are required. There are two major features in
speech classification/recognition subjects: the linear prediction coding (LPC) and the Mel
grequency cepstrum coefficient (MFCC) [10]. Classification algorithms include dynamic
time warping (DTW) [11], hidden Markov models (HMMs) [12], and deep-learning-based
classification.

2.3. Grapheme-to-Phoneme Conversion

In linguistics, a grapheme is the smallest unit of a written language, while a phoneme
is the smallest unit of speech sound. Grapheme-to-phoneme (G2P) conversion is a process
that converts a spelled-out word to its phonetic format (a sequence of IPA symbols) [13].
G2P plays an essential role in the natural language processing (NLP) field including in
text-to-speech (TTS) systems and automated speech recognition (ASR) systems. Generally,
the International Phonetic Alphabet (IPA) characters are employed to represent phonemes.

G2P conversion has long been a popular top in the NLP field. Researchers have
investigated different approaches for G2P conversion. The phoneme error rate (PER) and
word error rate (WER) can be utilized to evaluate the performance of a G2P conversion
system. In 2005, the hidden Markov model was employed for G2P conversion by Paul
Taylor with a 9.02% PER and 42.69% WER [14]. In 2008, Maximilian Bisani introduced joint-
sequence models for G2P conversion. A joint-sequence model is a theoretically stringent
probabilistic framework that is applicable to this problem. On different English data
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sets, joint-sequence models provide better performance than hidden Markov models;
for example, the PER on CMUdict was 5.88% and the WER on CMUdict was 24.53% [15].
With the development of neural network technology, deep learning models are playing
important roles in the NLP field. G2P conversion, as a text-to-text task, was studied by
training different deep learning models. In 2015, the Seq2Seq model was employed for G2P
conversion by Kaisheng Yao from Microsoft Research; in this study, the PER on CMUDict
was 5.45%, while the WER was 23.55% [16]. In the same year, long short-term memory
recurrent neural networks were utilized for the same task, achieving a 9.1% PER and 21.3%,
by Kanishka Rao [17]. In 2020, with a start-of-the-art model, the Transformer, the PER was
increased to 5.23% and the WER to 22.1% [18].

2.4. Speech Synthesis Systems

Speech synthesis, also known as text-to-speech (TTS), is a process that generates human
speech sounds from text. Speech synthesis has been a hot topic since the later part of the
20th century. The early computer-based speech synthesis approaches include articulatory
synthesis, formant synthesis, concatenative synthesis, and statistical parametric synthesis [19].

With the development of neural network technology, deep-learning-based end-to-end
speech synthesis models have been proposed and have become the main methods used
in TTS research. A modern TTS system usually consists of three basic components: a text
analysis module, an acoustic model, and a vocoder. As shown in Figure 2, the text analysis
module converts a text sequence into linguistic features; the acoustic models generate
acoustic features from linguistic features; then, the vocoders synthesize waveforms from
acoustic features. Tacotron 1, Tacotron 2, Deep Voice, and Fast Speech are all end-to-end
TTS examples [20–23].

Figure 2. The structure of end-to-end TTS systems.

3. MFCC+CNN-Based Disordered Speech Classification

The first enhancement we developed is a speech classification module. This module
has the ability to classify disordered speech and nondisordered speech. The speech classifi-
cation problem can be divided into two subproblems: feature extraction and classification.
In this study, we chose MFCC in image format to represent the features of human speech
and the CNN model to perform the classification function.

3.1. Feature Extraction

In sound processing, the Mel frequency cepstrum (MFC) is a representation of the
short-term power spectrum of a sound based on a linear cosine transform of a log power
spectrum on a nonlinear Mel scale of frequency. Mel frequency cepstral coefficients (MFCCs)
are coefficients that collectively make up an MFC. Figure 3 illustrates the steps to generate
MFCCs from audio [24].

Figure 3. MFCC extraction process.
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• Pre-emphasize the audio signal to increase to energy of the signal at a higher frequency.
• Break the sound signal into an overlapping window.
• Take the Fourier transform to transfer the signal from the time domain to the frequency

domain.
• Compute the Mel spectrum by passing the Fourier-transformed signal through the

Mel filter bank. The transformation from the Hertz scale to the Mel scale is:

Mel( f ) = 2595log(1 +
f

700
)

• Take the discrete cosine transform of the Mel log signals, and the result of this conver-
sion is MFCCs.

3.2. Data Selection

The Speech Exemplar and Evaluation Database (SEED) dataset was utilized to train our
classification model. The SEED contains about 16,000 recorded speech samples, grouped by
age (child vs. adult) and speech health status (with or without speech disorder). The chil-
dren’s speech disorders were determined through parent reports and standardized assess-
ments. Speakers in the SEED are between the ages of 2 and 85 years. A significant aspect of
SEED is that it provides samples with and without speech disorders [25].

3.3. Implementation and Evaluation

About 1000 samples from the SEED were selected: 80% were used for training and
the rest were used for validation. We used the Python Librosa library to process the MFCC
values into their image format. Figure 4 shows two MFCC images with the same content
but recorded by different recorders (with and without speech disorder).

Figure 4. MFCC images of disordered and nondisordered speech.

Thus, this disordered speech classification problem could be transformed into an
image classification problem. We then employed a CNN model to build a classification
module. Convolutional neural network (ConvNet/CNN) is a deep learning algorithm
widely used for image classification and computer vision tasks. Table 1 shows the structure
of the CNN model used in our classification module, which took 150 epochs for training.
Figure 5 shows the loss and accuracy of our model. The average classification accuracy was
about 83%; this disordered speech classification module can neglect the content and the
recorder of the speech, which means it is quite efficient and extensive.
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Table 1. CNN model utilized in classification module.

Layer Output Shape Parameter Number

conv2d (None, 148, 148, 32) 896
max_pooling2d (None, 74, 74, 32) 0

conv2d_1 (None, 72, 72, 64) 18,496
max_pooling2d_1 (None, 36, 36, 64) 0

conv2d_2 (None, 34, 34, 128) 73,856
max_pooling2d_2 (None, 17, 17, 128) 0

conv2d_3 (None, 15, 15, 128) 147,584
max_pooling2d_3 (None, 7, 7, 128) 0

flatten (None, 6272) 0
dense (None, 512) 3,211,776

dense_1 (None, 1) 513

Figure 5. Loss and accuracy of speech classification module.

3.4. Discussion

In our first enhancement, we designed an MFCC+CNN-based disorder speech clas-
sification module. It can be regarded as a variant of speech classification but focuses on
disordered and nondisordered speech. We developed a new solution in this classifica-
tion field, where MFCCs ideally represent the features of human speech, and the image
of MFCCs is classified by the CNN model. This classification module can help teachers
remove disordered speech files from exams and improve the quality of the questions using
our E-learning system.

4. Transformer-Based Multilingual G2P Converter

As we discussed above, the core function of our E-learning system is the provision
of interactive phonetic transcription exams. The questions in this exam consist of the
audio of words/phrases and their corresponding pronunciation (presented in IPA format).
The teacher needs to preinput the correct answer to the system to activate the auto-grading
module; so, generating IPA characters from written language can be a challenge for teachers.
This was our inspiration for building the G2P converter. Grapheme-to-phoneme (G2P)
conversion is a process of generating words in their IPA format from written format. G2P
converters can be regarded as variants of machine translators [5].

4.1. Data Selection

There are two different kinds of characters used to represent the pronunciation of words
and phrases: CMUDict characters and IPA characters. The Carnegie Mellon University
Pronouncing Dictionary is an open-source machine-readable pronunciation dictionary for
North American English that contains over 134,000 words and their pronunciations; on the
other hand, IPA symbols are more widely used in multiple languages. Table 2 illustrates
some samples of CUMdict and IPA symbols:
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Table 2. CMUDict and IPA symbols.

Written Format CMUDict IPA Symbols

eat IY T it
confirm K AH N F ER M k@n"f3rm
minute M IH N AH T "min@t
quick K W IH K kwik
maker M EY K ER "meIker
relate R IH L EY T rI"leIt

In our system, we chose IPA symbols for the representation of pronunciation. Fur-
thermore, to build a multilingual G2P system, we also investigated the French–IPA and
Spanish–IPA converters. Table 3 lists all the datasets we employed in this study. The first
two English–IPA datasets were used to investigate how the size of the data influences the
G2P systems’ performance, and the French–IPA and Spanish–IPA datasets were utilized to
inspect the feasibility of the multilinguistics.

Table 3. Datasets used for training.

Dataset Number of Word Pairs For Validation

English–IPA 125,912 20%
French–IPA 122,986 20%
Spanish–IPA 99,315 20%

4.2. Transformer-Based G2P Converter

The Transformer model is an encoder–decoder model with an attention mechanism.
Without using any recurrent layers, the self-attention mechanism allows the model to process
the input text as a whole rather than word-by-word/character-by-character. This structure
makes the Transformer model avoid long dependency issues. The encoder in Transformer
is composed of two major elements: the self-attention mechanism (multihead attention) and
a feed-forward layer. The decoder includes two multihead attention layers and one feed-
forward layer. The encoder maps input sequences/words into attention-based representations;
the decoder then takes the continuous representations and generates the output. Figure 6
shows the structure of the attention mechanism in the Transformer.

Figure 6. Scaled dot-product attention and multihead attention in Transformer model.
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The scaled dot-product attention mechanism means the dot products are scaled down
by
√

dk. Query Q represents a vector word, keys K are all other words in the sequence,
and value V illustrates the vector of the word. The attention function can be represented as:

Attention(Q, K, V) = so f tmax(
QKT
√

dk
)V

Multihead attention is a module that runs through an attention mechanism multiple
times in parallel, concatenates the results, and produces the result. Each head of the
multihead attention extracts the specific representation, which allows the whole model to
receive information from different subspaces. For multihead attention:

multihead(Q, K, V) = concat(head1, head2, . . . , headn)W0

whereheadi = Attention(QWQ
i , KWK

i , VWV
i );

WQ
i , WK

i , and WV
i are the respective weight matrices calculated from Q, K, and V [26].

4.3. Implementation and Evaluation

Multiple pieces of training were implemented with the Nvidia Tesla P100 graphic
card. We employed a six-layer Transformer model and the Adam optimizer in Keras with
a learning rate of 0.0001. The phoneme error rate (PER) and word error rate (WER) were
utilized for evaluating the performance of our G2P converter. The PER is the distance
between two phonetic words calculated by the edit distance divided by the total number of
phonemes, while the WER is a standard parameter used for measuring the accuracy in an
ASR system. The formulation of WER is:

WER =
S + D + I

N

where S is the number of substitutions, D is the number of deletions, I is the number of
insertions, and N refers to the total number of words [7].

Figures 7–9 display the performance of our multilingual G2P converter. For the English
G2P converter, it took 220 epochs of training, the PER was about 2.6%, and the WER was
10.7%. For the French and Spanish G2P converters, 190 epochs of training were needed.
The PER and WER for the French–IPA converter were 2.1% and 12.3%, while the PER and
WER for the Spanish–IPA converter were 1.7% and 12.7%. Compared with the other models
discussed in Section 2, our models outperformed the others in converting accuracy. Table 4
provides the comparison among different G2P converters.

Figure 7. The PER and WER for English–IPA converter.
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Figure 8. The PER and WER for French–IPA converter.

Figure 9. The PER and WER for Spanish–IPA converter.

Table 4. The different models utilized in English G2P conversion.

Models PER WER

Hidden Markov Model 9.02% 42.69%
Joint sequence 5.88% 24.53%

Seq2Seq 5.45% 23.55%
LSTM 9.1% 21.3%

Transformer (ours) 2.6% 10.7%

Table 5 shows the results of our multilingual G2P converter.

Table 5. The results of the multilingual G2P converter.

Language Written Format Correct Phonemes Generated
Phonemes

English
displeasure dIspl"EZ@ dIspl"Z@

buoyant b"OI@nt b"OI@nt
immortal Im’O:t@l Im’O:t@l

Spanish
ababillarais aBaBiLaRis aBaBiLaRis
cacofónicos kako"fonikos kako"fonikos
cadañega kaDaeGa kaDañeGa

French
câlineriez kalin9Kje kalin9Kje

damasquiner damaskine damaskine
effrangé efKãZe efKãZe

4.4. Discussion

In this part, we describe our second enhancement, a Transformer-based G2P converter.
The results showed that the performance of our model is superior to that of other statistical
methods and deep learning approaches. Grapheme-to-phoneme conversion is a process
that is closely related to phonetic transcription. The multilingual G2P converter is a
tremendous contribution to teachers teaching phonetic transcription. With this converter,
teachers can easily generate IPA characters from one regular word without browsing a
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dictionary; moreover, our G2P converter has the ability to be extended to other languages.
This feature gives our system the potential to be used as a multilingual E-learning system.

5. Tacotron2-Based IPA-to-Speech System

As we mentioned above, the questions in phonetic transcription exams consist of
speech audio and IPA symbols. From the teacher’s view, searching and acquiring appro-
priate speech audio with high quality along with their text are challenging. Addition-
ally, the text of the audio must be converted to IPA format. From this perspective, we
designed a text-to-speech (TTS) system that can directly generate speech sounds from
words/phrases/sentences in IPA format [19].

Figure 10 shows the main process used to build our IPA-to-speech system. The English
sentences in LJSpeech are converted to their IPA format in batches by the G2P converter.
The format of the data in the LJSpeech dataset is transformed to <IPASentence, Speech-
samples>. The Mel spectrograms are predicted and calculated by the Tacotron 2, and we
employed WaveGlow as the Vocoder. The Vocoder can generate high-quality speech sounds
from Mel spectrograms.

Figure 10. The main process of the IPA-to-speech system.

5.1. Data Preprocess

Speech synthesis, also known as text-to-speech (TTS), is a comprehensive technology
that involves linguistics, digital signal processing, and acoustics. The main task of TTS
conversion is to convert text into speech sounds. We employed the LJSpeech dataset to
build our IPA-to-speech system. LJSpeech is a public domain speech dataset consisting of
13,100 speech audio files of a single speaker. Clips vary in length from 1 to 10 s and have a
total length of approximately 24 h. The LJSpeech data are constructed in pairs of <English
Sentences, Speech Samples>. To build our IPA-to-speech system, all the written English
sentences in LJSpeech dataset were converted to their IPA format; this data preprocessing
step required our English G2P converter discussed in Section 4. Table 6 gives several
converted samples from the LJSpeech dataset [27].

Table 6. The original text in the LJSpeech dataset and the converted text.

Original Text in LJSpeech Converted Text

The overwhelming majority of people in this
country know how to sift the wheat from the
chaff in what they hear and what they read.

D9 oUv3wElmIN m9dZOr9ti 2v pi:p9l iN DIs
k2ntri noU hAU tu: sIft D9 wi:t fr2m D9 tSaef

In w2t DeI hi:r 9nd w2t DeI rEd.

All the committee could do in this respect was
to throw the responsibility on others.

Ol D9 k9mIti kUd du: In DIs rIspEkt wA:z tu:
8roU D9 ri:spA:ns9bIl9ti a:n 2D3z.

since these agencies are already obliged
constantly to evaluate the activities of such

groups

sIns Di:z eIdZ9si:z A:r OlrEdi 9blAIdZd
kA:nst9ntli tu: Ivaelju:eIt D9 aektIvIti:z 2v s2tS

gru:ps.

5.2. Tacotron2-Based IPA-to-Speech System

Tacotron is an end-to-end text-to-speech synthesis system that synthesizes speech from
the characters introduced by the Google team. The input of the Tacotron model is characters,
and the output of the model is the corresponding raw spectrograms. The limitation of the
Tacotron model is the vocoder part: the sound generated by the Griffin–Lim algorithm
is not of high quality. Thus, in this study, we employed the Tacotron2 model to build
our IPA-to-Speech system. Compared with the original Tacotron model, Tacotron 2 uses
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simpler building blocks, using vanilla LSTM and convolutional layers in the encoder and
decoder instead of CBHG stacks and GRU recurrent layers. It consists of two components:

• A recurrent sequence-to-sequence feature prediction network with attention, which
predicts a sequence of Mel spectrogram frames from an input character sequence;

• A modified version of WaveNet, which generates time-domain waveform samples
conditioned on the predicted Mel spectrogram frames.

Figure 11 illustrates the structure of the Tacotron2 model [21].

Figure 11. The structure of the Tacotron2 TTS model.

5.3. Implementation and Evaluation

A Nvidia Tesla P100 GPU was employed to train the Tacotron2 model. We selected a
batch size of 48 on a single GPU with a 0.0001 learning rate. All the audio in LJSpeech was
used for training, which contains about 24.6 h of audio recorded by a woman. Every text in
the dataset needs to be spelled out; for example, the number ”10” should be represented
as ”ten”. This required about 20 h to finish 180,000 steps, which was about 200 epochs.
Figures 12 and 13 show the training loss, validation loss, target Mel, and predicted Mel.

Figure 12. The training and validation losses of our Tacotron2 model.
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Figure 13. The target−Mel and predicted−Mel.

The mean opinion score (MOS) was utilized to evaluate the performance of our IPA-
to-Speech system. The MOS is a metric that is widely used to measure the quality of speech
generated by a TTS system. Generally, the MOS score is a rating from one to five, which
refers to the perceived quality of audio from worst to best. After rating by human subjects,
the MOS is calculated as the arithmetic mean:

MOS =
∑N

n=1 Rn

N

where Rn is the single rate score, and N is the total number of participants.
We employed 20 students from a linguistic department to help us evaluate our system

using the MOS. The mean opinion score of our IPA-to-speech system is about 4.05 [28].

5.4. Discussion

In this part, we developed the last enhancement, which is a Tacotron2-based IPA-to-
speech system. This system aims to directly generate speech from IPA characters. It has
two advantages for those teaching phonetic transcription: the first is that with this speech
synthesis system, teachers do not need to record their or other volunteers’ speech, which
helps to avoid the recorder accents problem and potential privacy problems; second, from
the pedagogical aspect, the direct process of conversion from IPA characters to speech can
also help students to better understand the pronunciation of single IPA characters and
combined words.

6. Conclusions and Future Work

In this paper, we proposed three artificial intelligence enhancements for our linguistic
E-learning system. Firt, the disordered speech classification module utilizes MFCCs to rep-
resent the features of speech, and a CNN model is used to build the classification function,
which achieves the classification of disordered and nondisordered speech. Second, the
grapheme-to-phoneme module uses a Transformer model, which provides high-accuracy
G2P conversion. Finally, the IPA-to-speech module employs the Tacotron2 model and
generates high-quality speech sounds from IPA characters.

All of these enhancements improve the functionality of the system compared with that
of the traditional methods. The deep-learning-based speech classification module can better
extract the features of disordered and nondisordered speech, and the CNN model provides
better classification performance. Transformer-based G2P has a notably higher conversion
accuracy than the statistical and other DL approaches. Moreover, IPA-to-speech provides a
new idea to directly generate speech sounds from IPA characters. We found that with the
development of artificial intelligence, more and more deep-learning-based technologies
can be utilized in the education field, especially in linguistics, since linguistics is related to
the natural language process in the field of AI. Our original E-learning system is a simple
system focusing on phonetic transcription exams: the questions are speech sounds, while
the answers are IPA characters. After the implementation of our three AI enhancements,
our system is now a comprehensive linguistic E-learning system. It not only distinguishes
disordered speech but also generates IPA characters from regular English words and
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creates high-quality speech sounds from IPA characters. The last two enhancements will
greatly improve the experience for teachers. Also, these deep learning-based models can be
pretrained and embedded into the system, so new teachers or educators do not need to
complete any extra work to familiarize themselves with the system.

There are still other tasks that should be performed after this study. The first is
evaluation: as we could not find a baseline against which to evaluate the performance of
our IPA-to-speech system, we hired 20 volunteers to evaluate the system using the MOS.
Future studies should include performing a more objective evaluation of the system. Also,
the linguistic system may suffer from potential privacy problems. Since some of the speech
sounds were recorded by students or teachers, we will try to replace all the speech sounds
that may be related to these privacy problems with the generated speech sounds.
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