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Abstract: Higher-level autonomous driving necessitates the best possible execution of important
moves under all conditions. Most of the accidents in recent years caused by the AVs launched by
leading automobile manufacturers are due to inadequate decision-making, which is a result of their
poor perceivance of environmental information. In today’s technology-bound scenarios, versatile
sensors are used by AVs to collect environmental information. Due to various technical and natural
calamities, the environmental information acquired by the sensors may not be complete and clear,
due to which the AVs may misinterpret the information in a different context, leading to inadequate
decision-making, which may then lead to fatal accidents. To overcome this drawback, effective
preprocessing of raw sensory data is a mandatory task. Pre-processing the sensory data involves two
vital tasks, namely data cleaning and data fusion. Since the raw sensory data are complex and exhibit
multimodal characteristics, more emphasis is given to data preprocessing. Since more innovative
models have been proposed for data cleaning, this study focused on data fusion. In particular, this
study proposed a generic data fusion engine, which classifies different formats of sensory data and
fuses them accordingly to improve accuracy. This study proposed a generic framework to fuse the
text, image, and audio data. In the first stage of this research, an innovative hybrid model was
proposed to fuse multispectral image and video data. Simple and efficient models to extract the
salient image features were also proposed. The hybrid image fusion model that was proposed did not
yield satisfactory outcomes when combining 3D point cloud data, and its performance declined when
evaluating large datasets. To address this issue, the study expanded by introducing an advanced
generative adversarial network (GAN) to transform the hybrid image fusion model into a machine
learning model capable of handling substantial datasets. Additionally, customized kernel functions
were suggested to fuse 3D point cloud data effectively. The performance of the proposed models was
assessed using standard metrics and datasets, comparing them with existing popular models. The
results revealed that the proposed image fusion model outperformed the other models.

Keywords: autonomous vehicles (AVs); data fusion; situation awareness; data-preprocessing;
machine learning (ML)

1. Introduction

Autonomous cars have the ability to cut traffic accidents significantly. This hypothesis
is based on the fact that autonomous cars reduce the influence of a human component
on the likelihood of a traffic collision. Autonomous vehicles are being tested in real-life
traffic circumstances all around the world [1]. According to [1], if AVs become accessible in
2025, the market in the United States of America might reach 8 million in ten years. The
widespread deployment of autonomous vehicles is intended to minimize collisions, relieve
traffic congestion, increase fuel efficiency, reduce parking demands, and provide mobility
to individuals who are unable to drive [2]. The same survey predicted that by 2040 about
33 million autonomous vehicles will be on the road. This just means that people will have
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to become acclimated to self-driving automobiles. This is supported by facts and data, yet
further testing is needed to ensure everyone’s safety.

In order to avoid accidents caused by the AVs, the decisions taken by the AVs to over-
come roadside events must be instant and accurate [3]. For accurate decision-making, the
environmental data perceived by the AVs must be clear and accurate. Perception systems
must be exact in order to provide a precise comprehension of the world. They must be able
to work in adverse conditions and even when particular sensors are broken or defective.
In order to collect environmental data, as well as data relating to autonomous vehicle
characteristics, sensor systems must be functional. However, data received from a variety
of devices, including sensors, thermal cameras, radars, and so on, have heterogeneous
multimodal features, making it difficult to achieve the correct perception. In order to
enhance the situation awareness of the AV, there has to be more emphasis on the data
preprocessing tasks of the AVs. Data preprocessing involves data cleaning and multimodal
fusion. The upcoming paragraphs highlight the relationship between situation awareness
and data preprocessing.

According to [4], situation awareness (SA) is defined as “the perception of the elements
in the environment within a volume of time and space, the comprehension of their meaning,
and the projection of their status in the near future”. SA bridges the gap between what is
known about the environment and what is occurring in it, and what could happen in the
future. To establish the situation awareness of their perceived environment, AVs collect
the environmental data using external and internal sensors, namely LiDAR, radar, and
ultrasonic, followed by stereo and thermal cameras. The vehicular information collected
can exist in different formats, such as textual, image, video, and audio, and also exhibit
many discrepancies. The discrepancies exhibited by the vehicular data might be in the
form of irrelevant data, missing data, outliers, and duplicate data. In addition, images
may contain missing data in the form of blurred images and audio data that contains noisy
irrelevant data. Hence, preprocessing the sensory data is essential to improve the accuracy.
Since data cleaning has been well studied, this proposal focuses on the second task of data
preprocessing, namely data fusion. The sensory data exhibit multimodal characteristics,
hence an effective data fusion model is mandatory to convert the heterogeneous data into a
unique format and also to enhance their accuracy for further effective processing.

Most of the studies fail to propose a generic multimodal fusion methodology to
handle the diversity existing among different datasets. The relevant research literature
also does not clearly explain key operations such as feature selection and dimensionality
reduction of multimodal data, the mechanisms for 2D to 3D multimodal data transforma-
tion and storage, and the methodology for converting multimodal data to a single unique
data format. Further very few contributions have been carried out to fuse multispectral
environment data collected from sensors and satellites. Versatile fusion models with
advanced image processing and machine learning techniques are required to fuse the
multispectral high-resolution data. The accuracy level reached by most of the referred
decision-making frameworks and models is around 85%. This statement proves that
more emphasis must be given to preprocessing, especially in data fusion tasks to improve
the data accuracy, which has an impact on enhancing the situation awareness of AVs
to improve their accuracy of decision-making. The studies related to data fusion are
elaborated on in the related work section.

In light of the mentioned limitations, this study suggests a hybrid fusion model that
combines traditional data fusion methods with modern technology in order to merge high-
spectral and high-resolution images. The study introduces simple and versatile models for
extracting significant image features such as color, edge, height, and width. However, the
proposed hybrid image fusion model had its own drawbacks. It encountered challenges in
managing large volumes of image data and particularly struggled with fusing 3D point
cloud data. To address these issues, this study has expanded the research by introducing
a GAN model along with customized kernel functions. This transformation converts the
proposed hybrid image fusion model into a machine learning model, capable of effectively
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handling vast amounts of image data, including both 2D images and point cloud data.
The proposed GAN model successfully accomplishes tasks such as separating images into
spatial and temporal data, extracting features from the separated data, and merging them
using customized kernel functions to enhance the accuracy of the image data. To evaluate
the proposed models, the nuScenes and GeoTiles datasets were employed.

The rest of the paper is organized as follows: Section 2 covers the basics of sensor
technology, gives an overview, and discusses the importance of data fusion to improve the
accuracy of the data. Section 3 discusses the existing literature and its pitfalls that motivated
us to pursue this proposal. Section 4 elaborates on the development of the proposed fusion
and feature extraction models. Evaluation of the proposed models along with the outcomes
is discussed in Section 5. The overall summary, outcomes, and future directions of this
paper are enclosed in Section 6.

2. Background and Motivation
2.1. Overview about Sensors

Figure 1 depicts the overall architecture of the autonomous driving (AD) system, and
Figure 2 illustrates the functionality of the AD system.

Figure 1. Architecture of an autonomous driving (AD) system.

 

Figure 2. A functional perspective that describes four main functional blocks.
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Further, this section discusses the basics of sensor technology, how AVs perceive their
environment data using the sensors, various types of sensors, and a brief introduction to
data fusion. While AV systems differ slightly from one another, they are usually complex
systems with several sub-components. The layout of an AV model may be divided into two
stages, according to several perspectives: the hardware and software tools in the initial step,
and the functional perspective required for the AD system’s operating units in the second
stage. From a technical perspective, the two main tiers are hardware and software, with
individual components representing various facets of the entire AV platform in each layer.
Communication infrastructure is provided by a number of AD sub-components that operate
between the hardware and software levels. Clarification, agility, automobile controller,
system tracking, organization, and policy-making are the main operational components
of AVs. These operational units’ duties center on information flow from perceived data to
vehicle control, data collection, and data analysis.

As discussed in the introduction the AVs’ surrounding environment data are collected
using advanced sensors such as LiDAR and radar also using thermal and stereo cameras.
This section highlights the functioning and characteristics of sensors and cameras. Sensors
convert events or changes in the environment into mathematical computations that may be
processed later. Sensors are classified into two major categories based on their functionality.
The first category denotes internal state sensors, also known as proprioceptive sensors,
which store and detect the states of a mobile system, such as force, angular rate, wheel load,
battery voltage, and other variables. Inertial measurement units (IMUs), encoders, inertial
sensors (gyroscopes and magnetometers), and position sensors (global navigation satellite
system (GNSS) receivers) are examples of proprioceptive sensors. Complete localization
refers to the vehicle’s location with respect to a global reference frame, whereas relative
localization addresses the vehicle’s coordinates that align with the surrounding landmarks
(world). The external sensors detect information about the external world that is relevant
to the AVs. For precise and accurate object detection and to conduct dependable and safe
operations, individual and relative sensor orientation is critical. In general, getting enough
data from a single reputable source in AD is challenging. The internal health state of the
components, as well as the exterior surrounding information of the AVs, are critical for
successful decision-making to ensure safety.

2.1.1. Sensor Characteristics

It is important to first establish the general characteristics of these sensors before
exploring the specifics of the many sensors utilized in AVs. The selection of sensors in fused
and other techniques is critically influenced by the following technical characteristics [5]:

1. Accuracy: the difference between the actual and measured values, recorded by the
sensor. Inadequate data and improper environmental information acquired by the
sensors will affect the accuracy of evaluations.

2. Resolution: The negligible dissimilarity between two measured values is far less
accurate than the sensor’s actual accuracy.

3. Sensitivity: the nominal value that is recognized and calculated. The slope of the
output response curve or, more generally, the minimal input of a parameter that will
result in a discernible output change is used to characterize a sensor’s sensitivity.

4. Dynamic range: the least and highest values attained from the sensors, obtainable
with precision.

5. Perspective: The term “field of view” is frequently used to describe this (FoV).
6. Active and passive: an inert sensor trusts ambient conditions to distribute statistics,

whereas a dynamic sensor releases energy to observe an AV’s surroundings.
7. Time scale: the pace of the sensor’s frame rate and measuring range rate over time.
8. Output interface: the sensor’s output, which might take the form of a cognate energy,

automated signal, direct data flow, or data broadcast movement.

LiDar: LiDAR, or light detection and ranging, was first developed and launched
in the 1960s and has since become widely employed in the alignment of aeronautical
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and aerospace topography. Laser scanner manufacturers produced and sold the first
commercial LiDARs with 2000 to 25,000 pulses per second (PPS) for topographic mapping
applications in the mid-1990s. LiDAR technology has advanced at an astonishing rate in
recent years, and it is now one of the most important sensing technologies for autonomous
driving. LiDAR is a distant sensing technique that scatters ray from target objects using
infrared/laser beam impulses.

RADAR: RADAR stands for radio detection and ranging technology, and is a device
that uses radio waves to detect things within a certain range. The surface of an object
scatters waves back to the RADAR antenna when waves traveling across it (FoV) collide
with it during transmission. The RADAR then picks up the backscattered signal (echo)
from the object

Ultrasonic Sensors: In industrial surroundings, ultrasonic sensors are extensively used
for various identification errands. They are able to find particles that are hard, fluid, grainy,
or crushed. For industrial applications, the sensors generate sonic waves in the 40 kHz to
70 kHz range using sound transducers. Humans may safely hear frequencies in this range
since they are above their hearing threshold. A car’s parking system may produce sound
pressure levels of above 100 dB to assure clear reception, which is identical to the acoustic
signal pressure generated by a jet engine. Most ultrasonic sensors detect the time of flight
(ToF) of sonic waves between transmission and reception [6].

Cameras: One of the most extensively utilized devices for monitoring the environment
is a camera. A camera detects lights emitted by the surroundings on a photosensitive
surface (image plane) through a camera lens to produce clear pictures of the surroundings
(placed in front of the sensor). With the right software, affordable cameras can snap
high-resolution pictures related to their surrounding environment as well as recognize
mobile and immovable impediments in their range of view. These characteristics enable the
vehicle’s vision system to recognize various objects in off-road vehicles in addition to road
signs, traffic signals, road lane markings, and obstacles in on-road vehicles. One of our
articles [7] provides a comprehensive analysis of various sensors, outlining their distinct
characteristics. Figure 3 illustrates the overview of sensors fixed in AVs.

Figure 3. Different types of external sensors.

2.1.2. Introduction to Data Fusion

Sensory data fusion (SDF) is the act of combining various data sources to provide
information that is more consistent, reliable, and relevant than any single data source.
Data fusion improves the accuracy of raw sensory input gathered from many internal and
external sensors, hence enhancing the AVs’ conceptual awareness. Sensor data often exhibit
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multimodal characteristics. Multimodal data are difficult to process, and hence they must
be fused and converted into a unique data format that simplifies further processing. Due
to the complexity prevailing in data fusion, advanced mathematical models are used for
transformations and calculations.

Figure 4 illustrates the process of data fusion. There are different modules, performing
different activities. The first phase is the data acquisition stage, where different formats
of heterogeneous data are collected from various sensors. The second phase is the data
preprocessing stage, where various discrepancies existing in the data are identified and
treated further using robust data-cleaning models. This task is followed by the feature
extraction process, where the mandatory features are extracted from the data to minimize
the fusion process. The next stage is data fusion. There are two types of fusion: (i) early
fusion, where data are fused with partial preprocessed data, and (ii) high-level fusion,
where strongly preprocessed data are used for fusion. The next phase is the situation
refinement task, where the context of the perceived environment data is created for the
AVs using the enhanced fused data. The information related to sensors, data objects,
and conceptual awareness is represented and stored using advanced data structures, and
appropriate models are used to process the data. The main advantage of data fusion is that
it combines data from a variety of sensors and sources to create something more intelligent,
decisive, reasonable, and precise. The data from each sensor may not make much sense
on their own. Computing the (N) independent observations offers a statistical benefit of
fusion; the data should be integrated as efficiently as feasible.

 

Figure 4. Overall architecture of data fusion.

Making extremely low-power sensors that do not require battery replacements during
their lifetime is a crucial requirement in IoT, and this has increased demand for energy-
efficient sensors. High-precision sensors are well-recognized for using a lot of energy.
A collection of low-accuracy sensors with low power consumption can be used to solve
this challenge. Data fusion enables the generation of exceptionally precise data. Another
important advantage of data fusion is that it assists in the concealing of critical data or
semantics that are responsible for the fused results.

Based on the mathematical approaches used, data fusion strategies can be divided
into three categories:
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• Artificial intelligence (AI)-based approaches such as classical machine learning, fuzzy
logic, artificial neural networks (ANN), and genetic assessment.

• Probability-based methods such as Bayesian analysis, statistics, and recursive operators.
• Evidence-based data fusion strategies based on theory

Among fusing different data formats, fusing image and audio data is more difficult.
Normally, image data fusion is performed at three levels: (i) pixel level fusion, which
provides extensive image detail information that cannot be obtained at any other level;
(ii) feature level, which is the intermediate level and not only stores but also compresses
information; and (iii) decision-level fusion, which is the highest level and most sophisti-
cated, with a reduced demand for picture registration. Recursive approaches, multiplicative
algorithms, principal component analysis, high PostFilter, the Brovey transform image
fusion technique, the color rotated technique, and discrete wavelet transformation are some
of the most often used image data fusion techniques. The key image features are color,
corners, the SIFT, SURF, blobs, and edges. Table 1 illustrates the operation of the popular
image fusion models along with their pros and cons. The next section elaborates on the
existing literature.

Table 1. Description of various popular image fusion models.

Method Advantages Disadvantages

Multiplicative [8]
• Stretches the histogram of all MS bands
• Decreases the standard deviation
• Used to fuse small targets

• Difficult to interpret and restore the
original image color

Brovey simple method [9]

• Simple and fast
• Restoration of high-resolution multispectral
image
• Useful for visual interpretation

• Ignores high-quality synthesis of
spectral information
• More spectral distortion

Subtractive method [8]
• Fast, user-friendly, and radiometrically
accurate technique for fusing PAN and MS
data.

• The output fused image has a lighter
tone than the input MS image.
• Output image has less clarity

Wavelength [10] • Improves spatial and preserves spectral
characteristics

• Color not smoothly dispersed in spatial
features
• Edges of small objects are lost

Intensity hue saturation (HIS)
method [11]

• Enhanced fusion used for desperate datasets
• Converts color images into its RGB of HIS
spectrum

• Limited bands
• Difficult to fuse multispectral bands

Principe component analysis [11]
• Redundancy of data is decreased
• Large amount of input information is
reduced without information loss

• Low interpretability of principal
components
• Tradeoff between information loss and
dimensionality reduction

High pass filter [12] • Smooth texture of output images • Less sharpness
• Low clarity of objects

Ehler method [13] • Provides all basic spatial information
• High resolution output

• More computational time
• Decreases with variation in the
resulting image

3. Related Work

An extensive survey is presented to explore different image, video, and audio data
fusion techniques proposed by eminent scholars to identify their major contributions and
existing gaps. The details gathered will be a stepping stone to progress this research further
to reduce the existing gaps.
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3.1. Hybrid Image Fusion Models

B. Shahian Jahromi et al. [14] have proposed a novel hybrid multi-sensor fusion
pipeline configuration for autonomous cars that handles environment perception tasks
such as road segmentation, obstacle identification, and tracking. A suggested encoder–
decoder-based fully convolutional neural network (FCNx) and a standard extended Kalman
filter (EKF) nonlinear state estimator approach are used in this fusion framework. It also
employs an optimal camera, LiDAR, and radar sensor configurations for each fusion
approach. The purpose of this hybrid architecture is to create a fusion system that is cost-
effective, lightweight, adaptable, and resilient (in the event of a sensor failure). It employs
the FCNx algorithm, which improves road identification accuracy above benchmark models
while preserving real-time efficiency in an embedded computer for autonomous vehicles.
D. Jia et al. [15] have presented a hybrid spatiotemporal fusion (STF) technique based on a
deep learning model called the hybrid deep-learning-based spatiotemporal fusion model
(HDLSFM). With a minimum amount of input, the method develops a hybrid framework
for the reliable fusion of morphological and physiological data that explains the physical
material at the surface of the earth. To handle radiation discrepancies across various
types of satellite pictures, the suggested method combines a regressive deep-learning-
based related radiometric normalization, a deep-learning-based super-resolution, and a
linear-based fusion. Using Fit-FC as a benchmark, the HDLSFM’s propensity to predict
phenological and land-cover change has been demonstrated. Meanwhile, HDLSFM is
immune to changes in radiation across different types of satellite images as well as the time
interval between the forecast and base dates, assuring its usefulness in the synthesis of
fused time-series data.

Y. Wang et al. [16] have proposed a hybrid fusion strategy that takes into consider-
ation the geographical and semantic properties of sensor inputs concerning occurrences.
To achieve this, the authors have used Cmage, an image-based representation for both
physical and social sensor data that describes the situation of certain visual notions (e.g.,
“crowdedness” and “people marching”). The authors have proposed a fusion model that
describes sparse sensor information using a Gaussian process based on the acquired Cmage
representation, which combines multimodal event signals with a Bayesian method and
integrates spatial links between the sensor and social data. A. V. Malawade et al. [17] have
proposed a selective sensor fusion framework, namely HydraFusion, which learns to recog-
nize the present driving environment and then combines the appropriate mix of sensors
to enhance robustness without sacrificing efficiency. HydraFusion is the first method to
suggest dynamically shifting between early fusion, late fusion, and combinations in be-
tween, so modifying both how and when fusion is used. On the industry-standard Nvidia
Drive PX2 AV hardware platform, the authors show that HydraFusion outperforms early
and late fusion techniques by 13.66 percent and 14.54 percent, respectively, without increas-
ing computing complexity or energy consumption. Both static- and deep-learning-based
context identification algorithms are proposed and evaluated by the authors.

Y. Zhao et al. [18] has proposed a hybrid spatial-temporal-spectral image fusion model
(HSTSFM) for simultaneously generating synthetic satellite data with high spatial, tem-
poral, and spectral resolution (STSR), which blends the high spatial resolution from the
panchromatic image of the Landsat-8 Operational Land Imager (OLI), the high temporal
resolution from the multispectral image of the Moderate Resolution Imaging Spectrora-
diometer (MODIS), and the high spectral resolution from the hyper-spectral image of
Hyperion to produce high spatial–spectral image fusion, high spatial–temporal image
fusion, and high temporal–spectral image fusion, which are the three fusion modules in-
cluded in the proposed HSTSFM. To show the performance of the proposed technique, a set
of test data containing both phenological and land cover type changes in Beijing suburbs,
China, are used. B. Latreche et al. [19] have suggested an effective hybrid image fusion
approach based on the integer lifting wavelet transform (ILWT) and the discrete cosine
transformer (DCT) that are suited for video streaming networks (VSNs). There are two
phases in the proposed fusion algorithm. To begin, the ILWT approximation coefficients
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(low frequencies) are fused by using the variance as an activity level measure in the DCT
domain. Second, the high-frequency detail coefficients are fused using the best-weighted
average based on the correlation between coefficients in the ILWT domain. The suggested
solution addresses information loss, computational complexity, time and energy consump-
tion, and memory space due to integer operations in the ILWT domain. Extensive tests
have been carried out to show that the suggested method outperforms other picture fusion
algorithms in the literature, both intuitively and numerically.

X. Zhang et al. [20] have proposed a multi-focus image fusion benchmark (MFIFB),
that includes a test set of 105 picture pairings, a code library of 30 MFIF algorithms, and
20 evaluation measures. MFIFB is the first MFIF benchmark, providing a forum for the
community to assess MFIF algorithms thoroughly. To understand the performance of
these algorithms further, extensive tests have been carried out utilizing the suggested
MFIFB. Effective MFIF algorithms are found by examining the experimental findings. More
significantly, some remarks on the current state of the MFIF field are provided, which might
aid in a better understanding of this topic. D. Kaimaris and A. Kandylas [21] have suggested
an innovative mechanism to obtain multispectral image data using UAVs and fuse them
to improve the accuracy of the data. The photos from Parrot’s tiny multispectral (MS)
camera Sequoia+ are examined at two ancient sites: a Byzantine wall (ground application)
in Thessaloniki, Greece, and a mosaic floor (aerial application) at the archaeological site of
Dion, Greece. The camera obtains RGB and MS pictures at the same time, which prevents
image fusion, as is the case with the conventional use of panchromatic (PAN) and MS
images in satellite passive systems. Using the image fusion methods of satellite PAN and
MS pictures, this research shows that effective digital processing of the images (RGB and
MS) of tiny MS cameras may result in a fused image with a high spatial resolution that
maintains a considerable proportion of the original MS image’s spectral information. The
great spectrum fidelity of the fused pictures allows for high-precision digital measurements
in ancient sites, such as precise digital item separation, area measurements, and recovery
of information not apparent with standard RGB sensors using MS and RGB data from
tiny MS sensors. Reference [22] have proposed a versatile hybrid fusion model to fuse
infrared and visible image fusion models. They have used the combined concepts of
visibility enhancement and multiscale decomposition to fuse the images. Initially, the
authors proposed an effective preprocessing model followed by a decomposition model
to decompose the information to the layers of their customized CNN model. Further,
they have integrated the concepts of a visual saliency illumination map (VSIM) to retain
the contrast information and enhance the fusion process. Reference [12] have proposed a
hybrid image fusion model to fuse medical images that exhibit multimodal characteristics.
They have used the dual combination of nonsubsampled contourlet transform (NSCT) and
discrete wavelet transform (DTCWT) approaches to fuse the images. The authors have
used an advanced CNN model to create weight maps to monitor the pixel movement of
the images. Further, the authors have included an advanced comparison-based method to
convert the fusion mode to the appropriate coefficients required for the CNN model.

Since the study has extended its work by proposing a versatile GAN model to fuse all
types of advanced image data, the research has explored the contributions of researchers in
image fusion using GAN models. Reference [23] have proposed a novel hybrid image fusion
model using GAN techniques called as PAN-GAN. The author’s model is used to fuse
panchromatic images. The PAN-GAN model uses a separate adversarial mechanism that
establishes a bond with the discriminators to preserve the spectral and spatial information
of the fused images. Similarly reference [24] have proposed an innovative fusion model,
namely GAN-FM, which uses the GAN principle to fuse infrared and visible images. The
authors have designed a full-scale skip-connected generator along with discriminators
based on Markovian principles for extracting features at different scales and to establish a
link with the generators to retain the contrast of the fused images. In yet another interesting
study, reference [25] have proposed an innovative hybrid image fusion model, namely
THFuse, which uses GAN approaches to fuse infrared and visible images. The authors have
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used advanced fusion strategies such as transformer and hybrid feature extraction concepts
to process both global and local image information. Reference [26] have proposed a versatile
image fusion model called mask deep fusion network for visible and infrared image fusion
(MDFN). The authors have proposed a novel mechanism to compute the weight score for
every pixel to estimate the contributions of the two input source images. This operation
transfers valuable information from source to fused images, helping them to retain their
contrast. Reference [27] have suggested a hybrid image fusion model, namely the pair
feature difference guided network (FDGNet), to fuse multimodal medical images. The
authors have proposed a weight-guided mechanism to extract the features from complex
medical images efficiently. Further, the authors have introduced a factor, namely hybrid
loss, composed of weight fidelity loss and feature difference loss to train the network
effectively.

Since this study focuses on the feature extraction process, detailed literature related
to some of the proposed image feature extraction methods is analyzed. This proposed
study plans to extract four important image features, namely color, edge, height, and width.
In their recent publication, Li et al. [28] introduced a cutting-edge generative adversarial
network named MSAt-GAN. This novel model incorporates multiscale feature extraction
and deep attention techniques to merge infrared and visible images seamlessly. By utilizing
three distinct fields for feature extraction, the model enhances the accuracy of data fusion.
Moreover, the deep attention mechanism facilitates the extraction of multi-level features
through spatial and channel attention, thus enabling effective data fusion. Reference [29] in
their work, have introduced a versatile fusion model called multi-exposure image fusion
on generative adversarial networks (MEF-GAN) with the aim of effectively fusing image
data. The proposed model consists of two components: a generator and a discriminator
network, which are trained concurrently to form an adversarial network. The generator is
responsible for producing synthesized fused images that resemble the source image, while
the discriminator is trained to differentiate between the source image and the fake fused
images generated by the generator. This adversarial relationship helps to preserve data
integrity and prevents information loss in the fused image, ultimately leading to a fused
image probability distribution that closely approximates reality.

In their recent study, reference [30] proposed a robust fusion model called correlation
driven feature decomposition fusion (CDDFuse) as an effective solution. The authors em-
ployed Restormer blocks to extract cross-modality image features and seamlessly integrate
them with an advanced convolutional neural network (CNN) model. Additionally, Lite
Transformer (LT) blocks were incorporated to extract low-level features. To establish the
correlation between low-frequency and high-frequency features, the authors introduced
a correlation-based loss factor. By leveraging the proposed LT model and invertible neu-
ral networks (INN), the authors successfully fused the low- and high-frequency features,
resulting in the generation of the fused image. Reference [31] in their recent publication,
introduced a multi-focus image fusion model that combines the principles of Transformers
and an advanced CNN model to fuse multimodal image data effectively. By incorporating
both local information from the CNN model and global information from the transformers,
the accuracy of fusion is significantly improved. Furthermore, the authors proposed a
feedback mechanism that maximizes the utilization of features, thereby enhancing the
performance of the networks in feature extraction.

3.2. Feature Extraction Models (Image Data)

P. Tiede et al. [32] have proposed a novel universal image feature extraction approach
called variational image domain analysis, which is used for a wide range of very long
baseline interferometry (VLBI) image reconstructions. Variational image domain analysis,
unlike earlier methods, may be used for any image reconstruction, independent of its
structure. The authors’ approach gives clear ideas on how to extract salient image features
such as color and edge. Y. Liu, H et al. [33] have customized a CNN model to extract deep
features of images related to food. The CNN model, when paired with nondestructive
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detection techniques and a computer vision system, has great potential for identifying and
analyzing complex food matrices. CNN-based features outperform handmade or machine-
learning-based features. N. Liang et al. [34] have proposed a multi-view structural feature
extraction approach to provide a thorough characterization of spectral–spatial structures
of various objects, which consists mostly of the stages below. First, the original image’s
spectral number is reduced using the minimum noise fraction (MNF) approach, and then
the local structural feature is extracted from the dimension-reduced data using a relative
total variation. The nonlocal structural characteristics from intra-view and inter-view are
then produced using a superpixel segmentation approach that takes into account the intra-
and inter-similarities of superpixels. The final picture characteristics for classification are
formed by combining the local and nonlocal structural features. S. Barburiceanu et al. [35]
have presented a texture feature extraction approach with increased discriminating power
for volumetric pictures. The technique is used to classify textured volumetric data. The
authors employ feature vectors obtained from local binary patterns (LBP) and the gray-level
co-occurrence matrix-based approach to combine two complementing types of informa-
tion. R. Ahmed Bhuiyan et al. [36] have provided a feature extraction methodology for
human activity recognition that is both efficient and low in dimension. The enveloped
power spectrum (EPS) is employed in this feature extraction approach to recover impulse
components of the signal utilizing frequency domain analysis, which is more robust and
noise intolerant. For human activity recognition, linear discriminant analysis (LDA) is
utilized as a dimensionality reduction approach to extract the smallest amount of discrim-
inant characteristics from the envelope spectrum, human activity recognition (HAR). A
multi-class support vector machine (MCSVM) is used to recognize human activities using
the derived characteristics. To extract robust features, Bo do et al. [37] have used a stacked
convolutional denoising autoencoder (SCDAE), which reduces susceptibility to partially
damaged data, or inputs data that are partially missing. Trial-and-error experiments were
used to optimize SCDAE parameters such as network depth, number of convolution layers,
number of convolution kernels, and convolution kernel size.

The analysis identified some gaps in both the explored image fusion models and
feature extraction models. Regarding image fusion, most of the referred image models do
not produce better accuracy. A generic fusion model to fuse all formats of data is missing.
Most referred studies use the minimum dataset to evaluate their models. Complicated
operations such as image transformation (2D to 3D) and other image functionalities are
not transparent in many studies. Moreover, there are minimum contributions related to
multispectral image fusion. Most of the referred models are complex and require advanced
algorithms and techniques. There is a need for developing computationally efficient fusion
algorithms that can operate in real-time or near real-time scenarios without sacrificing the
quality of the fused images. Exploring techniques such as model compression, hardware
acceleration, and parallel processing can help bridge this gap.

Implementing and fine-tuning these models can be challenging, requiring significant
computational resources and expertise. Image fusion is a subjective task, and the quality of
the fused image can vary depending on individual preferences and application require-
ments. Most referred models involve multiple parameters and design choices, making
it difficult to determine an optimal fusion result that satisfies everyone. There is still
room for exploring more efficient and effective deep-learning architectures specifically
designed for hybrid image fusion. Research should focus on developing novel network
architectures, attention mechanisms, and loss functions that can capture complementary
information from multiple input images and improve the fusion quality. Most models
often lack interpretability and explainability. It is challenging to understand the decision-
making process and the contribution of different input images in the fusion result. Further
research is needed to develop techniques that can provide insights into the fusion process,
visualize the information fusion at different stages, and offer explanations for the final
fusion outcome.



Appl. Sci. 2023, 13, 10749 12 of 32

Regarding the referred feature extraction models, most of the referred models are
complicated and require high computational costs. Most models depend on CPU utilization
time and memory. Further, the feature detection models depend on the experiences of
the designer. Having the specified gaps as the point of motivation, this study proposes a
generic data fusion engine to fuse all formats of data and also proposes innovative strategies
to extract the salient features of image and audio data. Many feature extraction models are
trained and optimized for specific datasets or domains. However, there is a need for models
that can generalize well across different domains, such as medical imaging, natural images,
satellite imagery, and more. Developing domain-agnostic feature extraction models that
can capture and represent diverse types of data effectively remains a challenge. With the
increasing demand for real-time and large-scale applications, there is a need for feature
extraction models that are efficient and scalable. Developing lightweight architectures and
techniques for efficient feature extraction, model compression, and hardware acceleration is
an ongoing research direction to enable faster and more resource-efficient feature extraction.

To address the identified gaps, this study introduces effective models for feature
extraction that can extract image features from all types of image data. Additionally,
a hybrid image fusion model is proposed to fuse 2D and 3D multispectral image data.
The study presents advanced projection and image transformation formulas to enhance
the efficiency of the image fusion process. However, the performance of the proposed
hybrid image fusion model is found to be unsatisfactory when applied to 3D point cloud
data and when dealing with large image datasets. To overcome these limitations, the
study expands its scope by proposing an innovative image fusion model that incorporates
advanced concepts from the GAN (Generative Adversarial Network) model. This new
model performs various tasks, including advanced feature extraction to capture both spatial
and spectral information, as well as generator and discriminator modules to facilitate fusion
tasks while preserving image quality. Customized kernel functions are introduced for the
CNN (Convolutional Neural Network) layers to execute the specified tasks.

4. Proposed Study
4.1. Proposed Framework

Figure 5 illustrates the overall functioning of the proposed framework. At the initial
stage, raw sensory data are collected from different sensors. The collected data are pre-
processed in the next stage to remove the discrepancies such as irrelevant data, missing
data, duplicate data, outliers, and noisy data. In the next stage, the data are classified based
on two attributes, namely the file extension (or) the data type. In the subsequent stage,
mandatory features are extracted using the proposed feature extraction model. Using the
extracted features, the data are fused in the following stage. In the final stage, the fused data
are used by the AVs to frame intelligent decision rules for effective decision-making. For
textual data, a model for data preprocessing has already been proposed, which is discussed
in the article [38]. Hence this paper focuses more on image fusion.

4.2. Proposed Feature Extraction Models

For image data, the study plans to extract four mandatory features, namely color, edge,
height, and width, from the image data for effective fusion. Two innovative models have
been proposed for edge detection and color identification.
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Figure 5. Proposed Framework.

4.2.1. Proposed Edge Detection Method

The study proposes an enhanced Sobel edge detection method. Sobel’s approach uses
the below-listed matrices to detect the horizontal and vertical edges of an image.

Tx =

−1 0 1
−2 0 2
−1 0 1

Ty =

−1 −2 −1
0 0 0
1 2 1


However Sobel’s method has a major drawback in that, aside from horizontal and

vertical directions, they never traverse the pixels that represent the edges from other
directions [39]. Hence, for images with good texture, the accuracy of edge detection using
Sobel’s method is not good. Hence, this research introduces new templates for edge
detection that cover all dimensions of image pixels that are represented as two-dimensional
matrices. It is a 5× 5 matrix represented as four templates, namely Tx, Ty, Ti,j, and Ti−1,j−1,
denoting vertical, horizontal, and diagonal wise horizontal and vertical representations
of pixel weights, respectively. The weight of each template position is ascertained by its
distance from the center as well as its directions. The weight of the equidistant points is the
same. The following are the derived templates:

Tx =


2 3 0 −3 2
3 4 0 −4 −3
6 6 0 −6 6
3 4 0 −4 −3
2 3 0 −3 2

Ty =


2 3 6 3 2
3 4 6 4 3
0 0 0 0 0
−3 −4 0 −4 −3
−2 −3 −6 −3 −2



Ti,j =


0 −2 −3 −2 −6
2 0 −4 −6 −2
3 4 0 −4 −3
2 6 4 0 −2
6 2 3 2 0

T(i−1,j−1) =


−6 −2 −3 −2 0
2 −6 −4 0 2
−3 −4 0 4 3
−2 0 4 6 2
0 2 3 2 6


In the proposed approach, the template that produces the largest value for the input

image is selected for further processing. The pixel value that produces the maximum thresh-
old value is considered an edge. Generally, there are three ways of threshold estimation:
(i) overall threshold, (ii) local threshold, and (iii) dynamic threshold estimation techniques.
This study follows the overall threshold estimation method. In the proposed approach,
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gene-mutation-based techniques are used to detect an edge, and hence an overall threshold
estimation approach is followed in this research. In the first stage, the input image is either
in 2D f (x, y) (or) 3D f (x, y, z) and is represented in the gray range, say 0, 1, . . . L− 1. If the
input images are in a 2D format then the study uses the same transformation mechanism
followed in the proposed hybrid image fusion model to convert 2D to 3D images, else
the study follows the following steps to detect the presence of an edge in the input image.
Then, before initiating the edge detection, the entire image is divided into two categories of
thresholds, namely t : C0 = (0, 1 . . . t) and C1 = (t + 1, t + 2 . . . L− 1). For a gray image
of (N) pixels, the probability, Pi, of each gray level in a gray image is calculated using
Equation (1)

Pi =
ni
N

, i = 0, 1, 2 . . . L− 1 (1)

Now the square error between the two classes is calculated using the below equation.

γ2 = ω0 ×ω1 × ((µ0 − µ1)2) (2)

where (ω0 = ∑t−1
0 Pi, ω1 = ∑L−1

t+1 1− ω0,µ0 = ∑t−1
0 Pi/ω0 and µ1 = ∑L−1

t+1 Pi/ω0). ω0
denotes the pixels whose gray value is less than the threshold value, ω1 indicates the pixels
whose gray value is greater than the threshold value, µ0 represents the mean gray value of
pixels whose image gray value is less than the threshold value, and µ1 denotes the average
gray values of the pixels whose image gray values are greater than the threshold value. The
image gray values must be substituted in the four templates to estimate the best template
that maximizes Equation (2). Any pixel value that has a value greater than or equal to the
maximum threshold value is considered an edge.

Since it is a complicated task, this study proposes an innovative genetic algorithm,
which minimizes the time and the steps involved in finding the best template and which
uses the image pixel values to maximize Equation (2). The pixel value that represents a tem-
plate that maximizes Equation (2) is considered an edge. However, all the templates do not
maximize the threshold function; rather, a suitable template that maximizes the threshold
function has to be selected. The proposed genetic algorithm selects the best template based
on the crossover function represented in Equation (3). This research proposes an innovative
cross-mutation function, which helps the genetic algorithm to switch efficiently between
different templates. Any template that has a value greater than the crossover function will
be the next template used by the image pixels to identify the presence of an edge.

CF = 0.9,
fmax − f
fmax − f̂

(3)

where fmax denotes the maximum fitness function, f represents the mean fitness function,
and f̂ depicts the fitness function of an individual pixel.

Figure 6 illustrates the flow of the proposed genetic-algorithm-based edge detec-
tion model, and Algorithm 1 elaborates the overall functioning of the genetic algorithm.
Equation (3) displays the proposed crossover function, whose value determines whether
the genetic algorithm must switch between different templates to determine the maximum
fitness function.
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Figure 6. Flow of proposed edge detection model.

4.2.2. Proposed Color Detection Method

Figure 7 illustrates the mechanism behind the proposed color detection method. The
pixel colored in green signifies the pivot pixel, while the pixels colored in red denote its
neighboring pixels. The pivot pixel whose color is to be examined is taken into consider-
ation. Its corresponding neighboring pixel values are compared with the gradient value,
which is computed using the equation specified in Algorithm 2. If the pivot element’s
neighboring pixel value is greater than or equal to the gradient, then its original pixel value
is replaced with the value of one, else a zero value is substituted with its original pixel
value. Now, the binary bit patterns obtained from the sub-matrix give the actual color
value of the pivot pixel since most of the RGB values of the color are between the numeric
range of 0 and 255. The logic adapted in the proposed edge detection model is used to find
the height and the width of the image. The first and last edge present in the column of the
image matrix determines the height of the image while the first and last edge present in
either of the row values of the image matrix represents the width of the image [40,41].

4.2.3. Proposed Hybrid Fusion Model

Algorithm 2 explains how the color value of a pixel is examined in image data.
Figure 8 illustrates the functionality of the proposed hybrid image fusion model. In
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the first stage, the sentinel 2D images are acquired from different sensors. Then the image
is normalized using the weighted median filter method to convert 2D pixel intensity to 3D
pixel intensity. After normalization, the mandatory features, namely color, edge, height,
and width, are extracted from the images using the proposed edge and color detection
models. In the third step, appropriate proposed projection and transformations are applied
to convert 2D pixel and wavelength intensities to corresponding 3D information. The
data obtained are successfully fused with a sample 3D image. This mechanism converts
the acquired 2D image to a 3D image. The obtained multispectral 3D image lacks in
its clarity related to the RGB colors. In order to improve the RGB color intensities, the
obtained 3D image information from the suggested fusion model is integrated with the
Brovey fusion method, which increases the RGB color intensity of the fused image to an
appreciable extent [42,43]. As discussed in the above paragraph, the suggested hybrid
fusion model involves key matrix and vector operations such as projection, transformation,
and transposition.

Algorithm 1: Proposed genetic-algorithm-based edge detection approach.

1 Input
2 2D (or) 3D image
3 Assign Variables
4 A: No of the wavelength of image
5 G_Val: Array to store Gray values of the image
6 Chr_Val: Array representing genetic chromes
7 BFit: Best Fitness function
8 CF: Cross Over Function
9 Step1: If (input image is 2D use template to convert to 3D)

10 Else
11 For i = 1 to Sizeof(A)
12 Step 2: G_Val[i] = Convert pixel values to corresponding Gray values using

proposed templates
13 End For
14 Step 3: Assign an 8-bit string to Chr_Val
15 Step 4: Randomly generate 30 sets of templates using values of G_Val
16 Step 5: Substitute in the Equation (2)
17 Step 6: Estimate the best fitness function (BFit)
18 For i = 1 to Sizeof(A)
19 Step 7: If (G_Val[i] > BFit)
20 Edge Identified
21 End For
22 Else
23 Step 8: Compute (CF) for different templates using Equation (3)
24 Step 9: If (CF > 1)
25 Step 10: Switch to the template which has the highest CF value
26 Step 11: Repeat Step 2
27 Step 12: Else
28 Step 13: Switch to the next template
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Figure 7. Proposed color estimation technique.

Algorithm 2: Proposed color detection algorithm.

1 Get the color image
2 Step 1: Extract the RGB components
3 Step 2: For each component initialize the extreme counter to zero
4 Step 3: For each pixel in each component calculate the threshold value as shown in

Figure 7
5 Step 4: Calculate the gradient using the below equation
6 T= (P(i,j+1) + P(i+1,j) + P(i,j-1) �+ P(i-1,j) + P(i+1,j+1) + P(i+1,j-1) +
7 P(i-1,j+1) + P(i-1, j-1)-8 * P(i„j))/9
8 Step 5: If (value of the neighboring pixel) > T
9 Step 6: Assign 1 to the matrix

10 Else
11 Step 7: Assign 0.
12 The patterns obtained give the intensity value of the specified color.

 

Figure 8. Proposed hybrid fusion framework.

Table 2 describes the mandatory parameters used in the proposed image fusion model.
Figure 9 illustrates the flow of the proposed fusion model. Initially, the 2D sentinel model
acquired is normalized using the weighted mean filter method. This process converts
the 2D pixel to 3D pixel information. Later, to convert the 2D image to a 3D image, the
study uses advanced vector projections and matrix transformations. Finally, to acquire the
original 3D image the research uses the QR() decomposition method to obtain the inverse
matrix information of the fused 3D image.
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Table 2. Notations used in proposed image fusion model.

Parameters Meaning

A No. of the wavelength of 2D image
B No. of the wavelength of 3D image

NA No. of pixels in 2D image
NB No. of pixels in 3D image
NF No. of pixels in fused 3D image

Before processing the fusion process initially, the intensity of each wavelength is
subtracted from the values of both the 2D sentinel and 3D images. The mean intensity
wavelength for both the 2D and the 3D images is calculated using the weighted mean filter
method. In terms of mathematics, the weighted mean filter (WMF) is equivalent to global
optimization. It can successfully filter images without causing significant edge blur. Within
a local window, it is an operator that replaces the current pixel with the weighted median of
nearby pixels. In processing pixel (p) in the image (I), only pixels inside the local window,
R(p), of radius (r) centered at (p) are considered. WMF connects each pixel, qεR(p), with a
weight, vpq, in the appropriate feature map (f), i.e.,

vpq = g( f (p), f (q)) (4)

where f (p) and f (q) are features of pixels p and q, and g is a typical influence function
between p and q.

 

Figure 9. Functioning of hybrid fusion model.

The pixel intensity of the 2D image is multiplied by the weighted intensity values of
the 3D image pixels using Equation (4). This task is carried out to convert the 2D pixel
intensity values to their corresponding 3D pixel intensity values. Advanced matrix and
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vector operations that are used for the above-mentioned transformations are discussed in
the following paragraphs.

Algorithm 3 describes the steps involved in the proposed hybrid image fusion algo-
rithm. Before starting the main fusion operations, the wavelength intensities and the pixel
intensities of the 2D sentinel images are represented as corresponding row and column
items of the image matrix using the below-mentioned equation.

Ii × Nj, j, k = Ii, j, k (5)

In the next stage, the multispectral 3D images are extracted from the 2D sentinel
images by multiplying the wavelength frequencies A and B of panchromatic images with
the pixels of the 2D images. This operation is carried out with the help of multiplying
Equation (4) by the below-mentioned equation. By carrying out this operation, the pixel
values of 2D sentinel images are normalized and converted to 3D image pixel values.

En =
A−1

∑
k=0

= An,kWk (6)

Using the new notations, Equation (4) can be rewritten as

En = AWt (7)

where W is the line vector of size A and components of WT stand for the action of transpos-
ing the image matrix. Though the 2D image pixels are converted to 3D image pixels, the
transformation only converts the values; advanced vector projections must be introduced
to convert the 2D sentinel image to an actual 3D image. This task is accomplished using
Equation (9).

Algorithm 3: Proposed hybrid image fusion algorithm.

1 Input 2D image
2 B:3D GF-3 image
3 Assign Variables
4 A: No of wavelength of 2D image
5 B: No of wavelength of 3D image
6 NA: No of pixels in 2D image
7 NB: No of pixels in 3D image
8 NF: No of pixels in fused 3D image
9 Projection of 2D to 3D

10 For i = 1 to NA do
11 Step 1: Compute wi for 2D image matrix
12 Step 2: Compute projection of A on B using equation PBk (E)
13 End for
14 Transformation to vector
15 For j = 1 to NB
16 Step 3: Compute E using equation
17 Step 4: Compute B′using Equation (12)
18 Step 5: Compute S using σ′ and E′ with
19 End For For i = 1 to NA do
20 Step 6: Compute B′ using equation End for for k = 1 to NF
21 Step 7: Compute RGB intensities for the fused panchromatic
22 Step 8: image projected on a 3D image using Brovey fusion Equation (17)
23 Output
24 Step 9: B = Fused Image
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The general projection of a vector, v, on vector u is performed using the equation

Pv =
u.v
u.u

u (8)

PBk(E) =
BT

k .B
BT

k Bk
Bk. (9)

where Bk is a column of vector B.
From a statistical point of view, the multispectral image obtained is a combination of

any 3D image format along with the weights of the pixel intensities, which are correlated to
the pixels of 2D sentinel images [44,45], thus using a projection operation on every pixel of
a 2D image. This calculation with a single weight is really a projection onto a wavelength-
specific picture, and the entire computation is identical to summing all projections onto all
(F) wavelengths. The operations are listed below in Equation (10)

Ê =

[
BT

k .B
BT

k Bk
Bk

]
k

= BBTE
−1

∑
D

(10)

where ∑D is a diagonal FXF matrix whose diagonal components are Bk
T and Bk.

Now, we denote ∩W as the line vector of size B, which is equal to BT B ∑−1
D . Now, the

3D multispectral image can be defined as

Ê = BWT (11)

By replacing the values of the first wavelength, Ê, a modified 3D image is obtained,
which is listed in the below equation. When compared with the previous operations, this
image matrix is a three-dimensional matrix representing pixel wavelength values, intensity
values, and the dimension of the image, respectively.

B′ = BŴT = B

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Ŵ
010 ... 0
001 ... 0

.

.

.
000 ... 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(12)

The next important stage is acquiring the original 3D image. To obtain the original
3D image, the inverse transformation of the new 3D image obtained using Equation (12)
is decomposed using the QR() decomposition method, which postulates two important
rules [46].

• Q is an orthogonal matrix, QTQ = IF where IF is the identity matrix.
• R is an upper triangle matrix, having an upper triangle matrix inverse and QQ−1 = IF

Now, the R inverse matrix obtained from the QR() decomposition is multiplied with
the modified 3D image obtained using Equation (12) to obtain the original 3D fused image.
The equations used to obtain the actual 3D image are discussed below.

S = B′R−1 (13)

An important property of QR() decomposition is that the first column of the matrix S
is proportional to that of B′, and hence it can still be interpreted as a multispectral image.
Now, the first column of the multispectral image obtained from Equation (13) is replaced
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with the modified 3D image matrix obtained using Equation (12), while all other columns
are unchanged. The transformations are illustrated in the below final equations.

S′ = SWT
s + AWT

AandW =

∣∣∣∣∣∣∣∣∣∣∣∣

00 ... 0
10 ... 0
. . .
. . .
. . .

00 . 1

∣∣∣∣∣∣∣∣∣∣∣∣
WA =

∣∣∣∣W0
∣∣∣∣ (14)

=

∣∣∣∣∣∣∣∣∣∣

W0W1 ... WA−1
. . .
. . .
. . .

00 . 0

∣∣∣∣∣∣∣∣∣∣
(15)

Since the first column of Equation (15) represents the pixel values of the 2D sentinel
image and the other two columns represent the pixel values of 3D images, the final fusion
equation can be represented as

B̂ = S′R (16)

4.2.4. Enhanced Brovey Image Fusion Method

Though the multispectral fused image obtained from the proposed fusion method
helps to improve the accuracy of the acquired 2D images, it lacks in producing the actual
color intensity. In order to improve the RGB color intensities of the fused 3D image, the pixel
values of the fused images are integrated with the Brovey fusion model, which computes
the mean of individual red, green, and blue intensity values. The obtained mean value
is multiplied by the PAN (panchromatic matrix value). The results obtained are finally
multiplied with Equation (9) to obtain the full-fledged 3D fused image with the actual RGB
color intensities.

F̂ = Rnew =
R

R + G + B
× PAN(1)× PBk (E)

Gnew =
G

R + G + B
× PAN(2)× PBk (E)

Bnew =
B

R + G + B
× PAN(3)× PBk (E)

(17)

4.3. Proposed GAN Model

The proposed hybrid image fusion model did not achieve desirable results when inte-
grating 3D point cloud data, and its performance deteriorated when evaluating extensive
datasets. Hence, the study has extended its contribution by proposing a versatile GAN
model that integrates the proposed feature selection and image fusion models. The pro-
posed GAN model organizes and performs many activities such as organizing the incoming
image frames, preprocessing them, and finally fusing them to improve the efficiency and
accuracy of the perceived data, which in turn improves the accuracy of decision-making in
the AVs.

Additionally, this study proposes optimized kernel functions to select the best-fused
image for better decision-making. The new GAN model consists of two discriminators: one
is the spatial discriminator and the other the spectral discriminator. After acquiring the
images from the sensors, the proposed GAN separates the spatial and spectral information
through the discriminators. Advanced Fourier transformation is used as a kernel function
to extract the spatial and temporal image information.

After separating them, the GAN model uses two-fold image fusion. First, it uses the
previously proposed image fusion model to perform the initial fusion. Then, using the
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proposed GAN model, additional projection functions are used to convert the fused images
obtained from the hybrid image fusion Model to 3D point cloud data. The proposed GAN
model uses attention-gate principles and compares the fused images with the source image
information. If the difference is minimum then the 3D point cloud data generated in the
first-fold fusion are further fused with the source images to obtain the final fused 3D point
cloud information. Figure 10 illustrates the overall functionality of the proposed GAN
model to convert 2D data to 3D data and fuse them accordingly.

 

Figure 10. Functioning of proposed GAN model to fuse 3D point cloud data.

The fusion image obtained from Equation (17) is represented in Cartesian coordinates,
which have to be converted into 3D projection coordinates using Equation (18) listed below.
An additional column for height is introduced and Equation (17) is multiplied with an
identity matrix, which converts the 2D image format to pointed 3D projection data. In
Equation (18), h, w, and f correspond to the width, height, and focal length of the sensing
device, respectively.x

′

y
′

z
′

 =


1 0 −w/2
0 1 −h/2
0 0 1
0 0 1




x00 x01 x02 x03
y10 y11 y12 y13
z20 z21 z22 z23
x00 x01 x02 x05




f 0 w/2 0
0 f h/2 0
0 0 1 0
0 0 1 0


x

y
z

 (18)

The proposed GAN model has five layers. The first layer is used for the feature
extraction process, the second to fuse the extracted features using the proposed hybrid
fusion model, the third to convert the 2D fused image to 3D point cloud data using
Equation (21), the fourth to perform the discriminator tasks, and the last layer to perform
the final fusion. Spatial features are extracted using the kernel function (19), where F(i, j)
is the image information existing in the spatial domain and the exponential term is the
basis function corresponding to each pixel value of the image, and temporal features are
extracted using the kernel function (20), where the exponential function is the basis of
every temporal pixel value of the image information, F(i, j) and ψ is an optimization factor.
Following multiple iterations of the training phase, we fine-tuned the factor to an optimized
value of 0.65.

F(i, j) =
N−1

∑
i=0

N−1

∑
j=0

f (i, j)e−t2π(i/N+j/N) + ψ (19)

F(i, j) = I/N
N−1

∑
b=0

f (i, j)e−t2π(b/N) + ψ (20)
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The proposed GAN model is trained using Equation (21), where Wk
s is the weight for

the kth feature of f k
s of the s-th pooling scale.

Wk
s = σ(wi ∑

i,j
f k
s (i, j)) (21)

5. Experimental Analysis

Table 3 highlights important software and tools used to implement and evaluate the
proposed models. Different categories of comparisons are carried out to evaluate the
proposed models, and Table 4 displays various key metrics used to evaluate the proposed
and other popular image fusion models.

Table 3. Various tools used for experimental analysis.

S. No Tools Version Description

1 PyCharm 2.7 IDE

2 Python & Libraries (Pandas, NumPy,
Open3D, Shapely) 3.10.4 Development of the models

3 MATLAB R2021a Developing applications
4 Vehicle perception software system 1.0 To create 3D point cloud vehicle perception
5 Mogo DB 5.0 Database
6 Linux 5.4. 0–26 Operating system
7 Weka 3.0 (GPLv3) Preprocessing

8 Dataset nuScenes, GeoTiles (For 3D point
cloud data) To evaluate the proposed image fusion model

Table 4. Key metrics used in the research to evaluate image fusion models.

Metric Name Purpose

Accuracy (Acc) [47] To compare accuracy
Efficiency (Eff) [47] To evaluate the performance of the models

Standard Deviation (SD) [48] To estimate the contrast

Average Gradient (AG) [47] To express small detail contrast and texture changes,
as well as the sharpness of the image

Spatial Frequency (SF) [47,48] To measure the overall activity level of the image

Peak Signal-to-Noise Ratio (PSNR) [49] To compute the visual error between the fused image
and the reference image

Correlation Coefficient (CC) [48] To find the similarity between the reference image
and the fused image

Mutual Information (MI) [49]
Is an indicator of how closely the two unrelated fac-
tors are related. It measures how knowledge differ-
ence between two random factors

Entropy (EN) [49] Estimates uncertain index

5.1. Performance of Hybrid Image Fusion Model with Other Studies

The proposed model is compared with other studies [50,51] that use hybrid approaches
to fuse image data. From the observations, the proposed hybrid image fusion model
produces a more accurate fused image than the other studies. From the results portrayed
in Figure 11 it is evident that the image clarity and resolution of the proposed image fusion
are better than the referred hybrid fusion models.
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Figure 11. Comparison with other referred models.

Further, the accuracy and efficiency of the proposed hybrid fusion model are compared
with other standard fusion models [50,51]. The accuracy of the fused images derived from
different models is calculated using Equation (22), and efficiency is estimated by the time
taken by the fusion model to fuse the images. The results obtained are portrayed in the
below Figures 12 and 13. The results prove that the accuracy and efficiency of the proposed
image/video fusion models are better than the other popular image/video fusion models.
The proposed hybrid image/video fusion models achieve more than 94% accuracy after
fusing the images with minimum resolution and clarity. Further, the proposed hybrid fusion
models consume less CPU time to fuse the images over the other referred fusion models.

Accuracy =
Pixelintensity(Original)

Pixelintensity(Fused)
(22)

          

Figure 12. Accuracy comparison with other models.

Figure 13. Efficiency comparison.
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The final fused images obtained using the proposed and other popular fusion mod-
els are evaluated using various metrics including standard deviation, average gradient,
spatial frequency, peak signal-to-noise ratio, and correlation cofactor. A sample of three
fused images obtained from different models is considered for evaluation. The proposed
fusion models perform better than the other popular fusion models. Table 5 portrays
the results obtained after evaluation. The impact of the metrics can be visually seen in
Figures 14 and 15. The study also evaluated the proposed edge-detection model with other
popular edge-detecting models such as KFA (Kalman filter algorithm) and Sobel & Prewitt.
Root mean square error (RMSE) values of the images obtained after edge detection are
estimated. The lower the RMSE values are, the higher is the accuracy of the constructed
image. The accuracy of the proposed edge detection model is better than the other popular
edge detection models. RMSE is calculated using Equation (23), and Table 6 illustrates
the RMSE values obtained from different edge detection models for different images. The
results show that the proposed edge detection model provides a lower value of RMSE,
which indicates the improved accuracy in image construction over the other popular edge
detection models. Figure 14 illustrates the results obtained after implementing the proposed
and other popular edge detection models. From the results, it is evident that the images
constructed after implementing the proposed approach are better than other popular edge
detection models.

RMSE =

√√√√ 1
MN

N−1

∑
r=0

[E(r, c)− o(r, c)]2 (23)

In another comparison, advanced machine learning models are used to compare the classifi-
cation accuracy of the fused images obtained from different fusing models, namely principle
component analysis (PCA), weighted median filter-based Gram–Schmidt transform (WM-
FGS) and Gram–Schmidt (GS). The visual differences between different classification results
are portrayed in Figure 15. The CNN model using the random forest (RF) classification
model is used to classify the fused images obtained from the four fusion models. The CNN
model designed has three layers: one for preprocessing, the next layer for fusion, and the
final layer for classification. The proposed feature extraction model and fusion models
are converted into appropriate kernel functions and implemented in the first two layers.
The random forest classification model is a combination of self-relying decision trees, and
decision trees handle alphanumeric data easily when compared with other classification
models. From the sample of a thousand fused images obtained from the four fusion models,
seven hundred samples are used to train and three hundred samples for testing the RF
model. The following steps are carried out to build the infrastructure of the CNN model.
The first stage is data acquisition, followed by data preprocessing. Subsequently, the RF
classification model using sklearn and NumPy python packages is implemented to train
and test the sample fused images obtained by the four fusion models used in this study.

Table 5. Overall performance of proposed and other popular image fusion models for various key
metrics.

Images Model SD AG SF PSNR CC

GS 305.3385 9.4444 60.0375 89.6709 0.6908
HIS 363.5207 9.5403 133.8691 95.5200 0.7078

1 Subtractive 375.7824 9.4150 133.5344 94.5325 0.7107
Proposed 380.298 10.2148 135.6382 96.2867 0.9472

GS 289.3498 9.6105 78.5329 90.0781 0.6040
HIS 325.7555 9.7290 177.7829 93.0075 0.6077

2 Subtractive 339.9461 10.4368 178.6462 93.0360 0.6360
Proposed 365.4752 11.4976 180.5643 94.2335 0.8235

GS 625.3025 10.5363 131.9687 114.0561 0.7434
HIS 646.8171 10.8526 132.6416 95.5631 0.7313

3 Subtractive 657.6024 9.9434 120.6161 95.6224 0.7344
Proposed 370.2539 11.3145 123.6213 93.25 0.6543
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Figure 14. Comparison between edge detection models.
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Figure 15. Classification accuracy of different models.

Table 6. RMSE scores of different edge detection models.

Model Name Image Info RMSE Value

Proposed Image 1 0.1330
Proposed Image 2 0.1295

KFA Image 1 0.3895
KFA Image 2 0.2522

Sobel & Prewitt Image 1 0.4831
Sobel & Prewitt Image 2 0.3187

Confusion matrix techniques are used to determine the accuracy of classification. From
the results obtained, it is evident that the RF model shows more accuracy when it is tested
with the fused images obtained from the proposed hybrid image fusion model than with
images from the other models. The results obtained are portrayed in Table 7.
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Table 7. Accuracy of different image fusion models.

Models Proposed PCA WMFGS GS

True positives (TP) 15 130 140 120
True negatives (TN) 130 120 120 110
False positives (FP) 12 28 25 40
False negatives (FN) 8 22 15 30

Accuracy (%) 93 83 86 77

5.2. Overall Analysis of Proposed GAN Fusion Model

In the extended work (this study), the proposed GAN model has been included to
convert the proposed hybrid image fusion model into a machine learning model to handle
huge volumes of image data, specifically point cloud data. The proposed GAN model is
an advanced CNN model, which is designed as a single convolutional model layer that
includes five main layers. The initial layer is utilized to carry out the process of extracting
features, while the second layer is responsible for combining the extracted features using
a proposed hybrid fusion model. The third layer converts the resulting 2D fused image
into 3D point cloud data using the equation referred to in (21). Following that, the fourth
layer is dedicated to performing the tasks of the discriminator. Finally, the last layer is
responsible for executing the final fusion. Table 8 depicts the design implementation of
the proposed GAN model. The 3D point cloud environment setup was carried out using
the following steps. Initially, a vehicle perception system purchased from a third-party
vendor was used, which helped to create an advanced 3D point cloud perception system.
This cloud-based system was installed in the Ubuntu operating system using advanced
Docker commands and Python scripting. Applications were developed using Python
scripts and later integrated with the perception system to perform advanced analysis. Both
real-time data collected from Velodyne sensors and 3D point cloud data obtained from the
GeoTiles dataset were used to evaluate the performance of the proposed GAN and other
popular fusion models such as FusionGAN, curvelet transform (CVT), dual-tree complex
wavelength transform (DTCWT), Laplacian pyramid transform (LP), lowpass pyramid (LP)
and multi-resolution singular value decomposition (MSVD). A sample of 20 images was
selected from the GeoTiles dataset to train the GAN model, and a maximum of four images
were used to test the GAN model initially.

Table 8. Implementation details of proposed GAN model.

Layer Discriminator Network

I O KS SS PS

Layer1 Conv 1 64 4 1 0 LeakyReLU
Layer2 Conv 64 128 4 2 0 LeakyReLU
Layer3 Conv 128 128 4 1 0 LeakyReLU
Layer4 Conv 128 256 4 2 0 LeakyReLU
Layer5 Conv 256 256 4 1 0 LeakyReLU

Figure 16 illustrates the performance of various fusion models for the metrics (MI,
EN, SD, and PSNR). A sample of 30 point cloud scenes was taken, which analyzed the
performance of various popular fusion models along with our extended GAN model
for four metrics, namely MI, EN, SD, and PSNR. From the results, the proposed GAN
outperformed other fusion models. Table 9 depicts the CPU time consumed by different
fusion models to fuse 2D image data and 3D point cloud data. A sample of 10 images was
collected from the nuScenes and GeoTiles dataset to evaluate the efficiency of the fusion
models. Once again, the proposed fusion models performed better than the other fusion
models. Again, a sample of three 3D point cloud data from the GeoTiles dataset along with
their blurred images (since it was difficult to obtain blurred images from the dataset, online
applications to blur the selected images were used) was taken to analyze the performance
of different fusion models. From the analysis, it was observed that the fusion accuracy
of the proposed GAN model was better than other fusion models. Figure 17 depicts the
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fusion results of various fusion models used to fuse 3D point cloud data sampled from the
GeoTiles dataset.

 

(a) Mutual Information (b) Entropy 

(c) Standard Deviation (d) Peal Signal-to-Noise 

Figure 16. Comparison between different fusion models for GeoTiles 3D point cloud data.

Table 9. Run-time comparison between different fusion models.

Fusion Model nuScenes GeoTiles

CVT 0.6625 0.7742
DTCWT 0.1578 0.1954

LP 0.1426 0.1828
RP 0.1678 0.1938

MSVD 0.1204 0.1621
FusionGAn 0.2575 0.4216

Proposed GAN 0.0067 0.0082

 

Figure 17. Fusion results of various fusion models using GeoTiles 3D point cloud data.
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5.3. Limitations of the Proposed Study

The study introduced two fusion models: one for merging 2D and 3D images and
another for combining various image types, with a specific focus on 3D point cloud data.
The initial hybrid image fusion model encountered significant challenges, including in-
effective fusion of 3D point cloud data and difficulties in handling large datasets. These
issues were addressed by the extended GAN model. However, the proposed GAN model
has its own limitations, such as training instability, which necessitates separate training
for generators and discriminators. While the assigned parameters for initializing GAN
layers performed well with the GeoTiles dataset, further evaluations are needed to assess
the model’s ability to fuse images from other datasets. Considerable time was dedicated to
optimizing the hyperparameters employed for initializing the model. The study employed
a minimal number of images for training and testing the model, and its performance with
extensive datasets should be validated in future research.

6. Conclusions

Providing security to customers is a vital task for both AVs and manually driven
vehicles. Most of the researchers who propose innovative solutions for AVs have their
major focus on providing proper safety and security to the users. This proposal analyzed
various reasons for the failure of full-fledged AVs in the current market, which are launched
after many trials and research activities. The proposed study found that most of the
recently launched AVs failed due to inaccurate and improper decision-making policies, due
to their poor perception of their environmental information. Hence, much emphasis has
to be given to data preprocessing, namely data cleaning and data fusion of AVs’ sensory
data. This research suggests a generic data fusion engine to fuse different formats of data,
such as text, images, video, and audio, which exhibit multimodal characteristics. The
first stage of the research focused heavily on image fusion since most modern sensors,
such as LiDAR and Velodyne, collect data in the form of image frames represented as
point cloud data. To facilitate this scenario, this study proposed an innovative hybrid
image fusion model, which integrates the concepts of the Brovey fusion model and Gram–
Schmidt transformation. The suggested image fusion model is robust enough to handle
multispectral image data, retain the RGB color intensity of the fused images, and perform
image transformation more efficiently. The proposed hybrid image data fusion model was
evaluated with the nuScenes dataset and its performance was compared using standard
image metrics with other referred and popular data fusion models. The proposed image
fusion model provides better results than the other standard image fusion models in terms
of accuracy and efficiency.

Despite the proposed hybrid fusion model demonstrating proficiency in handling
2D and 3D data, it encountered difficulties when dealing with 3D point cloud data and
managing large volumes of image data. To address these challenges, the study extended
its research by introducing an innovative GAN model capable of handling diverse image
data types. In addition to conventional metrics, new metrics such as mutual information
and entropy were employed to evaluate the performance of the proposed GAN model.
Evaluation of the GAN model utilized point cloud data extracted from the GeoTiles dataset.
The performance of the proposed GAN model was compared with other popular fusion
models that extensively utilize point cloud data. The results revealed that the proposed
GAN model outperforms other fusion models. To enhance the proposed fusion model
further, future work entails fine-tuning and evaluating it using different datasets to assess its
improved performance. Additionally, plans are underway to enhance the GAN architecture
by incorporating principles of multiscale attention and advanced discriminators to improve
feature selection and data fusion accuracy. Furthermore, efforts will be made to design and
develop advanced kernel functions for the various tasks performed by different layers of
the GAN model. Further analysis is required to check whether the accuracy of the fused
data enhances perception creation for accurate decision-making in AVs. Future work could
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look into incorporating the video and audio fusion models, which are currently underway,
into the proposed framework.
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