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Abstract: The South Korean residential real estate market is influenced by both the traditional
dynamics of demand and supply and external factors such as housing policies and macroeconomic
conditions. Considering the proportion of housing assets in individual wealth, market fluctuations
can have significant implications. While previous studies have utilized variables such as GDP growth
rate, patent issuance, and birth rate, and employed models such as LSTM and ARIMA for housing
price predictions, many have overlooked the influence of local factors. In particular, there has
been insufficient investigation into the impact of subway stations and living social overhead capital
facilities on housing prices, especially in metropolitan areas. This study seeks to bridge this gap by
analyzing the usage trends of subway stations, evaluating the impact of living social overhead capital
facilities on housing values, and deriving the optimal machine learning model for price predictions
near subway stations. We compared and analyzed a total of eight machine learning regression models,
including Linear Regression, Decision Tree, Random Forest, LightGBM, Ridge, Lasso, Elastic Net, and
XGBoost, all of which are popular regression models, especially in the context of machine learning
and data science. Through comparative analysis of these machine learning techniques, we aim to
provide insights for more rational housing price determinations, thereby promoting stability in the
real estate market.

Keywords: feature extraction; housing price prediction; living social overhead capital facilities;
subway proximity; machine learning

1. Introduction

The housing market, an intricate nexus of activities including purchasing and selling
of homes, real estate transactions, and price determination, significantly contributes to
the dynamics of a nation’s economy [1–3]. It is notably susceptible to an array of determi-
nants such as overarching economic health, fluctuating interest rates, consumer demand,
and shifts in government policies. As such, the condition of the housing market can be
interpreted as a barometer of a country’s economic vitality, with a robust housing market
often signaling a prosperous economy and a frail one suggesting impending economic
downturn [2,4–6].

In South Korea, the housing market is integral to the overall economy, with its stability
resonating across a wide spectrum of stakeholders, not just homeowners. This ripple effect
touches landlords, construction firms, lenders, and policymakers, and has broader impli-
cations for the community at large. Within this context, areas close to subway stations in
South Korea, known as ‘station proximity areas’, have garnered significant attention. To fur-
ther illustrate the close relationship between these areas and housing transactions, Figure 1
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provides a visual representation. Figure 1a visualizes the number of housing transactions
in South Korea’s metropolitan area over a year. The broad orange region represents the
metropolitan area centered around Seoul, with the narrower orange extensions depicting
areas connected by subway lines emanating from the center. Figure 1b displays a South
Korean metropolitan subway route map. The densely packed blue dots represent subway
stations in the metropolitan area; similarly, the lines of blue dots extending from the center
show the subway routes. Through this visual representation, it is evident that housing
transactions in South Korea predominantly occur centered around the metropolitan area
and major subway stations.

(a)

(b)

Figure 1. Visualization of the relationship between areas where housing transactions occurred in
South Korea from November 2021 to November 2022 and the distribution of metropolitan and
regional subway routes. (a) Visualization of housing transaction counts centered in the metropolitan
area; (b) Visualization of the metropolitan and regional subway routes (Source: jido45.com).

Building on this observation, it is clear that these transit-oriented developments play
a pivotal role in shaping the real estate landscape of South Korea. The convenience and
accessibility offered by these areas results in heightened preference, significantly impacting
housing prices in South Korea [7–14]. In light of global urbanization trends and the push
towards sustainable urban living, such station proximity areas in South Korea not only offer
logistical advantages, they contribute to urban efficiency. In light of the importance of the

jido45.com
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housing market in the national economy of South Korea, price stability in station proximity
areas becomes even more paramount. Understanding and predicting the dynamics of
housing prices in these areas is crucial for all relevant stakeholders and for the broader
national economy of South Korea.

Modeling housing price forecasting in densely populated areas of South Korea offers
significant research benefits. The implications of price forecasting extend beyond just
the housing and real estate markets, encompassing factors such as transportation hubs
(stations), transportation infrastructure (railways, highways), potential traffic bottlenecks,
utilities (electricity, water, sewage systems), and educational institutions. Accurate fore-
casting can furnish individuals and organizations with critical insights, aiding informed
decisions when purchasing, selling, or investing in real estate. Moreover, this research can
bolster the case for new investments in rail and other infrastructure. Effective forecasting
models can provide transactional advantages while tempering the volatility inherent to
housing prices [15–21]. Such models are pivotal for regulators and policymakers, allowing
them to pinpoint, monitor, and address anomalies in the housing market, thereby fostering
a more stable and predictable market landscape.

In this study, we aim to construct a comprehensive prediction model for housing prices
in South Korean station proximity areas. We employ machine learning methods predicated
on regression models. Regression models, statistically sophisticated tools that predict
a dependent variable based on the values of one or more independent variables, have
proven effective in identifying and mapping complex interdependencies among variables
[22,23]. By harnessing the capabilities of these models, we endeavor to build a robust and
accurate housing price prediction model that uses actual data from areas surrounding
subway stations.

A distinctive aspect of our research is the integration of living Social Overhead Capital
(SOC) facilities as stable factors into the predictive modeling process. SOC facilities repre-
sent core infrastructures and services, including transportation systems, communication
networks, energy and water supply, schools, and hospitals. They are provided by both
the governmental and private sectors to buttress economic growth and enhance societal
welfare [24–26]. As these facilities are less susceptible to rapid change and upheaval, in-
corporating them into our model as stable predictors can enhance the model’s predictive
accuracy and reliability.

In pursuit of a more stable housing market, this study sets out to develop an advanced
and precise housing price prediction model using stable factors, such as facilities with
low volatility, along with distinct regional characteristics. By accomplishing this, we hope
to provide valuable insights and a blueprint for future research aimed at enhancing the
predictability and stability of housing prices in station areas in South Korea. In turn,
this could contribute to a more predictable and stable housing market, better informed
stakeholders, and a more resilient economy overall.

2. Related Research

The housing market, along with its myriad influencing factors, has been the subject
of extensive academic exploration, especially around station proximity areas [27–35]. To
provide a comprehensive context for our research within this vast domain, it is imperative
to delve into the methodologies, findings, and implications of prior studies. This section
aims to review the relevant literature, highlighting the evolution of predictive modeling in
the housing market and the integration of machine learning techniques.

Historically, predictions in the housing market have been deeply rooted in traditional
econometric models [36,37]. These models primarily emphasize macroeconomic indicators.
One notable study [36] delved into the complexities of the Japanese housing market, shed-
ding light on the challenges faced by the average Japanese individual when purchasing
a house. This research introduced the innovative “asset market approach”, which con-
ceptualizes houses as unique asset classes. By combining the consumption capital asset
pricing model with housing and residential land supply functions, a robust theoretical
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framework was crafted. However, the study’s focus on data from the 1970s and 1980s and
its primary emphasis on the Japanese context limit its applicability to contemporary global
housing markets.

Mikhed and Zemčík’s research [38] provided a fresh perspective on the U.S. housing
market. They meticulously investigated whether house prices genuinely reflected the
underlying economic fundamentals. Their findings, derived from both aggregate and
panel data, revealed significant discrepancies between house prices and their determinants,
which were especially evident before the 2006 market correction. While their insights were
invaluable, the study’s reliance on traditional statistical methodologies suggests potential
enhancements through the integration of modern machine learning techniques.

Genesove and Han’s work [39] is particularly noteworthy for its in-depth exploration
of housing market liquidity. By leveraging a unique dataset spanning diverse geographical
areas and timeframes, they offered a panoramic view of market dynamics. Their innovative
approach to understanding demand shocks and their subsequent impact on liquidity was
groundbreaking. However, the study’s reliance on data from the National Association of
Realtors and its traditional methodologies indicate areas for potential improvement.

The hedonic pricing model, a cornerstone in real estate economics, has been instru-
mental in understanding how various factors, such as location and amenities, influence
property values. Building on this foundation, several studies have investigated the re-
lationship between housing prices and transportation infrastructure [12,32,40–44]. One
study in Beijing [32] emphasized the positive correlation between proximity to rail transit
systems and elevated property values, while another study in Tianjin [40] highlighted the
transformative impact of subway systems on urban landscapes and housing prices.

Machine learning’s integration into housing price predictions has been a game
changer [45–52]. One recent study [45] has showcased the potential of various algorithms,
with the RIPPER algorithm standing out for its superior predictive capabilities. This re-
search underscored the transformative power of machine learning, suggesting a paradigm
shift from traditional methodologies.

By 2018, the field of housing market research had matured considerably, with re-
searchers employing more intricate datasets and refining their methodologies. A testament
to this progression is the seminal work by [46]. This study provided a fresh perspective on
the subject, specifically focusing on Ames, Iowa. The authors meticulously dissected the
Ames Housing dataset, employing regression-based supervised learning methodologies
to predict housing prices. Through a rigorous comparative analysis of multiple models,
they identified an optimal model, which they then used as a foundation for amalgamating
predictions. Their innovative approach to feature engineering and categorization stands
out, offering a blueprint for future research in the domain. They delved deep into the
intricacies of the dataset, exploring factors such as neighborhood characteristics, property
age, and amenities. Despite securing the 35th position out of 2221 entries on Kaggle.com’s
public leaderboard, a prominent platform for data science competitions [47,48], this study
acknowledged its limitations while emphasizing the need for broader validation and ex-
ploration. This work underscores the burgeoning potential of machine learning in real
estate economics, reinforcing the notion that the horizon of possibilities in housing market
research continues to expand as datasets grow and computational techniques advance.

Fast-forwarding to 2023, the research landscape has witnessed further advancements.
A study by H. Peng et al. [51] introduced LUCE, a novel predictive model tailored for
the Toronto housing market. LUCE was designed to address two pivotal challenges in
real estate evaluation: the scarcity of recent sales prices, and the sparsity of housing data.
This model’s ingenuity lies in its ability to structure housing data in a Heterogeneous
Information Network (HIN), where graph nodes represent crucial housing entities and at-
tributes pivotal for price evaluation. By leveraging Graph Convolutional Networks (GCNs),
LUCE extracts spatial information, such as the geographical locations of housesm from
the HIN. Subsequently, the model employs Long Short-Term Memory (LSTM) networks
to capture the temporal dependencies in housing transaction data over time. This dual
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approach allows LUCE to provide a comprehensive and up-to-date housing evaluation
dataset, significantly simplifying downstream appraisal tasks.

In the same year, another groundbreaking study [52] presented at the European Con-
ference on Social Media delved into the nexus between social media sentiment and housing
prices. This research probed the influence of Twitter sentiment, specifically pertaining
to the COVID-19 pandemic, on the resale prices of Housing Development Board (HDB)
apartments in Singapore. The study utilized the VADER lexicon-based tool for sentiment
analysis and employed the Granger Causality method to discern the relationship between
sentiment scores and reported COVID-19 cases. The research harnessed the power of neu-
ral networks for prediction, emphasizing the advantages of using Twitter sentiment over
traditional predictors. The findings revealed that the incorporation of Twitter sentiment can
augment prediction accuracy, surpassing models that rely solely on traditional predictors.
This study underscored the pivotal role of sentiment analysis derived from Twitter data in
urban economics, shedding light on the profound capability of social media platforms to
encapsulate the behavioral economic nuances of a populace.

The progress in the housing market research domain over the years highlights the sig-
nificance of exploring diverse determinants impacting housing prices. Beyond the conven-
tional indicators, recent investigations have particularly gravitated towards more contem-
porary factors. These include aspects such as the influence of transportation infrastructure,
notably rail transit systems, and the burgeoning relevance of social media sentiment.

Building upon these existing findings, our research takes a nuanced approach. Rather
than studying transportation infrastructure and SOC facilities in isolation, our study
uniquely combines these elements. By integrating data related to SOC facilities with
subway station information, we present a more nuanced perspective on the influencers of
housing prices. The distinctiveness of our research is further amplified through our method-
ological approach, which leverages advanced machine learning techniques to further refine
the understanding of this complex domain.

Next, Section 3 provides detailed insights into our data-centric approach. We as-
sembled a varied dataset featuring both SOC facilities and subway stations. Ensuring
the quality and relevance of this data was paramount; thus, rigorous preprocessing was
undertaken. This involved rectifying missing values, addressing outliers, and eliminating
potential biases, ensuring a dataset that aptly mirrors urban housing market influences.

The next phase involved a comprehensive analysis deploying eight advanced machine
learning models. With the intention of determining the model that best fits our combined
dataset, each model was meticulously trained and tested. Through detailed evaluations
and cross-validation, we zeroed in on a model that demonstrated unparalleled predictive
precision, emphasizing the potential of machine learning in offering refined insights into
the housing market’s intricate dynamics.

3. The Proposed Scheme
3.1. Raw Data

In this study, we aim to construct a model to predict housing prices in areas in close
proximity to subway systems, a significant component of living SOC facilities. We utilized
the Metro-Adjacent Residential Transaction data, provided by the Korea Real Estate Board
and available on the National Transportation Data Open Market, as our primary input
variables. This dataset, shown in Table 1, comprises actual housing transaction data
extracted from the Ministry of Land, Infrastructure, and Transport’s real estate transaction
disclosure system, specifically, transactions occurring within 500 m of subway stations.
Based on this dataset, we incorporated additional data on SOC facilities and life convenience
facilities as independent variables in our analysis, considering them as constant factors that
could influence housing prices.
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Table 1. Dataset specification of metro-adjacent residential transactions provided by the Korea Real
Estate Board.

Feature Feature Description

SIGUNGU_CD Municipality Code 1

EMDL_CD Submunicipality Code 2

CLL Land Lot Classification (1: Regular, 2: Mountain)
MNO Land Lot Number (Main) 3

SNO Land Lot Number (Sub) 3

ADRES Address Name (Legal District)
HUS_TP Type of Multi-unit Housing (Apartment, Multi-family, Studio)
COMP_NM Complex (Building) Name
BLDG_YEAR Year of Construction
FLR Floor Information
XUAR Exclusive Area (m2)
CTRT_YRMTH Contract Year and Month
CTRT_DAY Contract Day
TRANSCT_TYPE Transaction Type (Sale, Jeonse 4, Monthly Rent)
DLNG_AMOUNT Sale Price (in 10,000 KRW)
GRNTE_AMOUNT Security Deposit (in 10,000 KRW)
MTHRNT_AMOUNT Monthly Rent (in 10,000 KRW)
NEAR_SUBW_NM Nearest Subway Station Name
NEAR_SUBW_DIST Straight-line Distance to the Nearest Subway Station

1 The ‘Municipality Code’ in this context is a unique identifier used specifically for designating administrative
divisions in South Korea. 2 The ‘Submunicipality Code’ refers to the hierarchical levels of administrative divisions
in South Korea, from smaller (township/town/neighborhood) to larger (city/county/district). This is used to
identify specific areas within a city or county. 3 These terms refer to the identifiers used in the address system in
Korea, similar to street names and house numbers in Western address systems. 4 In South Korea, this denotes a
distinctive rental system in which a large lump sum deposit is made in lieu of monthly rent.

For data partitioning, we utilized approximately one year’s worth of data, from Novem-
ber 2021 to November 2022, as our training dataset, while we used about one month of
data for December 2022 as our testing dataset. Considering the scope and objectives of our
study, we chose to focus solely on sales data. Hence, out of the total 360,084 instances in our
training dataset, we utilized 58,342 instances of sales data, and out of the 25,622 instances
in our testing dataset we utilized 2804 instances of sales data. We noted that there were
missing values observed in our dataset, specifically, in the ‘BLDG_YEAR’ (Building Years)
variable. In the training dataset, we identified 810 missing instances, while in the testing
dataset we found 35 missing instances. The specific approach for handling these missing
values is detailed in the subsequent methodology subsection of this study.

3.2. Preprocessing Data

This subsection discusses the preprocessing steps performed on the data prior to
analysis. Data preprocessing is a crucial step in any data-driven project, helping to clean,
normalize, and transform the raw data into a format suitable for further analysis or model
training. These steps are essential to ensure the quality and reliability of the results derived
from the data. We outline the specific preprocessing techniques used in our study, detailing
why each step was necessary and how it contributed to the overall analysis.

3.2.1. Variable Modification and Reduction (in This Paper, the Terms ‘Variable’ and
‘Feature’ Are Used Interchangeably)

During preprocessing, we conducted both variable elimination and modification to
optimize our dataset for further analysis. We identified a set of variables, as presented
in Table 1, that either contained duplicate information or were not applicable to our
study. The variables ‘SIGUNGU_CD’ (Si-Gun-Gu Code), ‘EMDL_CD’ (Eub-Myeon-Li
Code), ‘CLL’ (Classification of Land Lot), ‘MNO’ (Main Number), and ‘SNO’ (Sub Number)
encapsulate address-related information, which is already sufficiently represented by the
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‘ADRES’ (Address) variable. To avoid redundancy, these overlapping variables were
eliminated. Additionally, we removed variables such as ‘GRNTE_AMOUNT’ (Guarantee
Amount) and ‘MTHRNT_AMOUNT’ (Monthly Rent Amount) which were irrelevant to
sale transactions from our analysis. This streamlined the dataset and ensured that our
model would only be trained on features pertinent to our research objectives.

After variable elimination, we modified the ‘HUS_TP’ (House Type) variable, which
represents the property type of each transaction. ‘HUS_TP’ consists of three unique cate-
gories: ‘Apartment’, ‘Studio’, and ‘Multi-family residential’. To allow the machine learning
algorithms to process these categorical data more effectively, we applied the one-hot en-
coding technique. This process converts each category into a separate column assigned a
binary value of 1 (presence of the feature) or 0 (absence of the feature). This transformation
allowed our model to utilize the property type data effectively without any inherent order
or priority.

3.2.2. Log-Scaling of Monetary Variables

Utilizing the ‘DLNG_AMOUNT’, which represents the property sale price, as a direct tar-
get variable poses certain challenges. Individuals with substantial financial resources are more
likely to reside in larger properties, potentially inflating the ‘DLNG_AMOUNT’. Conversely,
those with limited resources might correspond to a comparatively lower ‘DLNG_AMOUNT’.
To circumvent this potential bias and adopt a more objective metric, we introduce the Square
Meter Unit Price (SMUT), computed by dividing the ‘DLNG_AMOUNT’ by the property
size, ‘XUAR’.

Building on this, in order to examine regional variations in SMUP we conducted
clustering based on the ‘ADRES’ feature. Figure 2 graphically depicts the SMUP of station
proximity areas, with the monetary values benchmarked to 10,000 Korean Won units. We
observe that the highest prices are more than double the lowest, and the majority of these
regions are concentrated within Seoul.

Figure 2. Bar chart illustrating the ranking of real estate prices per square meter in different regions
based on actual transaction data. Each bar represents a different region, while the length of the
bar denotes the price per square meter. The regions are ranked from highest to lowest based on
their respective prices per square meter. This visualization highlights the spatial variations in real
estate prices.

As a foundational step in our methodology, it is crucial to log-scale the ‘DLNG_AMOUNT’.
The need for this transformation emerges from the observed disparities and potential skew-
ness in the distribution of property prices. By implementing log-scaling, we aim to reduce
the influence of large or severely skewed values, striving for a more normalized distribu-
tion that is favorable for machine learning model performance. The intricacies of this log-
scaling process can be visualized in Figure 3. After determining ‘SMUT’ using the relation
SMUT = DLNG_AMOUNT

XUAR , we subsequently applied a log-scaling transformation to SMUT
itself. This transformation is an integral part of our data preprocessing, ensuring that our
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target variable is aptly processed for the subsequent analytical phases in alignment with our
foundational methodologies.

Figure 3. Logarithmic scaling of the target variable DLNG_AMOUNT (sales price). The left figures
represent the data before scaling, while the right figures illustrate the data after the application of
logarithmic scaling.

It is worth noting that when the log-transformed ‘DLNG_AMOUNT’ is divided by
‘XUAR’, the resultant ‘SMUT’ inherently undergoes log-scaling. This ensures that the
distribution of ‘SMUT’ is further normalized, setting the stage for potential improvements
in our model’s performance.

3.2.3. Geocoding and Distance Calculation

Following log-scaling, we utilized geocoding to pinpoint the geographic locations
related to the housing transactions. Geocoding converts addresses into their correspond-
ing positions on the Earth’s surface (i.e., latitude and longitude), enabling the mapping
and analysis of geographical data [53–55]. For the geocoding process, we leveraged the
AI·NAVER API from the Naver Cloud Platform to convert the ‘ADRES’ variable from our
base dataset into geographical coordinates.

With the geocoded locations of the housing transactions, we used the Haversine formula
to determine the distance between the houses and the surrounding SOC facilities [56,57]. The
Haversine formula calculates the great-circle distance between two points on the surface of a
sphere, for instance the Earth, taking its curvature into account. This makes it more suitable
than regular flat-plane distance calculations. The formula is as follows:

a = sin2
(

∆φ

2

)
+ cos(φ1) cos(φ2) sin2

(
∆λ

2

)
c = 2 · atan2(

√
a,
√

1− a)

d = R · c

where φ is the latitude, λ is the longitude, and R is Earth’s radius (mean radius = 6371 km).
For instance, this formula can be used to find the distance between Seoul (coordinates
37.5665° N, 126.9780° E) and Busan (coordinates 35.1796° N, 129.0756° E) in South Korea.
For our study, we aggregated facilities within a 500 m radius, typically considered a
5–10 min walk, which is within walking distance. As we used geocoded coordinates for
our calculations, the Haversine formula was essential for accurate distance calculations.
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3.2.4. Socio-Environmental Determinants of Housing Prices

The socio-environmental context of a region plays a pivotal role in determining real
estate values. Specifically, properties in areas that boast high quality public services,
such as esteemed educational institutions and healthcare facilities, and have robust trans-
portation networks often fetch higher prices than those in areas lacking these amenities.
Conversely, areas deficient in public transportation or quality public services typically
experience diminished real estate demand, leading to reduced property prices [58–60].
Recognizing the importance of these determinants, we have incorporated the condition of
local infrastructure and amenities surrounding a property into our dataset under the term
‘local living facilities’.

Educational institutions are paramount in homebuying decisions, especially for fami-
lies with school-age children. The proximity of schools to a residence is often a primary
consideration for such families. In light of this, our dataset includes the count of elementary
and middle schools within a 500 m radius of the property, represented as ‘ELET_SCH’ (El-
ementary School) and ‘MDL_SCH’ (Middle School). Furthermore, urban amenities such
as parks and libraries, which elevate quality of life, have a bearing on property prices.
We have quantified the number of urban parks and libraries within a 500 m radius of the
property and integrated these data as variables named ‘CNT_PARK’ (Count of Park) and
‘CNT_LIB’ (Count of Library) in our dataset.

After incorporating these socio-environmental determinants, another crucial variable
that comes to mind is the average income by region. It is generally understood that owning
property in affluent areas requires a proportionate income. Thus, we expected a strong
correlation between the average regional income and property prices. To substantiate this,
we analyzed the total reported salary by region based on the end-of-year tax settlement
of earned income. This analysis yielded the average annual salary per person by region,
which we represented in our dataset as the variable ‘INC_BY_REG’ (Income By Region).
This addition further enriched our understanding of the interplay between property prices
and regional income.

3.2.5. The Influence of Housing Brands on Property Value

For potential homebuyers, the brand reputation of a residential property often plays a
pivotal role in the decision-making process. Specifically, properties developed by renowned
construction firms are typically associated with higher quality and standards, which can
subsequently influence market prices. This sentiment is corroborated by data from the
Korea Corporate Brand Reputation’s apartment brand reputation analysis in January
2023 [61], which ranked Hillstate as the top brand, followed by Prugio and Xi.

Considering the evident significance of housing brands in the real estate market,
our study sought to incorporate this factor into our analysis. We referenced the ‘Top 20
Apartment Brand Preferences’ as provided by the Korea Corporate Reputation Research
Institute. Using the ‘COMP_NM’ (Company Name) variable, we identified whether a
particular property was developed by one of the major construction companies. This binary
representation serves to capture the brand value of the property, indicating whether it was
constructed by a leading developer in the industry.

3.2.6. Assessing the Importance of Subway Stations and Data Processing

Subway station passenger traffic varies based on diverse user intentions, reflecting
the significance of stations that serve various destinations, including offices, residences,
hospitals, entertainment venues, and more. In this study, our objective is to gauge the
importance of each subway station by analyzing passenger entry and exit volumes.

Our primary data source was the ’Standard Station Information’ from the Rail Portal,
which covered the entire year of 2022 as of January 2023. During the data collection process,
we encountered several challenges, notably the disparity in the operating institutions across
different subway lines within the metropolitan area. Acquiring data from subway lines
operated by the private sector was especially challenging, as these entities are not mandated
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to disclose such information. Furthermore, several public datasets contained inaccuracies
attributed to issues such as turnstile errors. To address these challenges, we compiled a
comprehensive list of subway line-specific operating institutions in the metropolitan area,
which isdetailed in Table 2.

Table 2. Subway operating institutions by line.

Line Operating Institution

Incheon Subway Line 1 & 2, Urban Railway
Line 7 Incheon Transit Corporation

Everline Yongin Light Rail Corporation

Incheon International Airport Line Airport Railroad Corporation

Ui LRT Ui LRT Corporation

Shinbundang Line DX Line

Greater Capital Area Light Rail Sillim Line ROTEM SRS Co., Ltd.

Maglev Incheon International Airport Terminal

Gimpo Gold Line Gimpo Gold Line Co., Ltd.

Jinjeop Line Namyangju City Corporation

Seoul Metro Lines 1–8 (part of Line 9) Seoul Metro

Greater Capital Area Metro Line 9 Seoul Metro Line 9 Corporation

Uijeongbu LRT Uijeongbu Light Rail Co., Ltd.

Gyeonggang Line, Gyeongbu Line, Janghang
Line, Gyeongwon Line, Gyeongui Central Line,
Gyeongin Line, Gyeongchun Line, Bundang
Line, Suin Line, Gwacheon Line, Ansan Line,
Ilsan Line, West Sea Line, Itx-Gyeongchun Line

Korea Railroad Corporation

Building on this, in order to understand the usage volumes of each subway station,
we collected data on the total number of boardings and alightings for 2022, as provided by
a public agency portal. We initially supplemented the missing values with data from the
’Integrated Transport Card Big Data System’ operated by the Ministry of Land, Infrastruc-
ture, and Transport. This system provides data based on transportation card usage during
boarding and alighting. For stations with persisting missing values, we utilized 2021 data
with adjustments based on the usage trend of the nearest station in 2022.

During data preprocessing, we made transformations using the ‘NEAR_SUBW_NM’
(Near Subway station Name) variable to enhance its linkage with the passenger volume
data. This involved reconciling station names that had changed over time and resolving
duplicate station names across different lines. We standardized these names to a consistent
‘Line_StationName’ format. Lastly, to evaluate the significance of subway stations, the pri-
mary variable (passenger volum) was normalized using the MinMaxScaler. This technique,
widely used in machine learning, scales and normalizes data to fall between 0 and 1.

3.2.7. Interplay between Housing Prices and Financial Market Dynamics

The dynamics of housing prices are influenced by a myriad of factors, one of which is
the prevailing financial climate [1–6]. Among various indicators representing the financial
health of an economy, the policy rate emerges as a pivotal gauge reflecting a nation’s
monetary policy and the broader economic sentiment. In South Korea, the Bank of Korea is
responsible for setting and adjusting this rate. Recognizing the significance of the policy
rate in our study, we incorporated it as a primary variable to understand the intricate
interplay between the monetary policy landscape and housing prices.

In light of the time-series nature of our foundational dataset, it is essential to con-
sider the timing of housing transactions. By combining the ‘CTRT_YRMTH’ (Contract



Appl. Sci. 2023, 13, 10732 11 of 20

Year and Month) and ‘CTRT_DAY’ (Contract Day) variables, we introduce a new variable,
‘PLC_RATE’ (Policy Rate), which corresponds to the policy rate prevailing on the specific
date of the transaction. This integration offers a nuanced reflection of the financial context
at the time of each housing transaction. However, an inherent limitation must be acknowl-
edged in that the funding mechanisms employed for housing purchases may not always
align with the contemporaneous policy rate; for instance, prospective homeowners might
secure financing well in advance, potentially under different interest rate conditions. Thus,
solely examining the interplay between the policy rate and housing prices might provide
an oversimplified perspective, highlighting the need for more comprehensive studies that
delve deeper into this complexity.

3.2.8. Addressing Missing Data and Incorporating Building Age

The concurrent development of housing and associated infrastructure, such as roads
and sewage systems, provides distinct efficiency benefits compared to sequential devel-
opment. This integrated approach in housing projects streamlines approval processes,
eliminating the need for multiple approval stages and accelerating the overall development
timeline [62,63]. Against this backdrop, it is logical to infer missing values by observing
analogous developmental patterns within the dataset.

In relation to the ‘BLDG_YEAR’ variable from Table 1, we identified a total of 845 miss-
ing values across both the training and testing datasets. To address this, we employed the
KNN imputer method [64], leveraging inherent data similarities. The KNN imputer works
by pinpointing the K-nearest neighboring data points and then imputing the missing value
based on the average of these neighbors. For our study, we utilized the KNN Imputer
from scikit-learn, setting it to consider the five nearest data points for imputation purposes.
The age of a building is undeniably a pivotal factor in real estate purchasing decisions.
To encapsulate this aspect, we introduced the ‘AGE_BLDG’ variable, which is derived by
subtracting the building’s construction year from the contract year.

3.3. Modeling Process

In this section, we delve into the intricacies of our modeling process, starting with an
assessment of the input variables. Our model incorporates a total of fifteen input variables.
Among these, three variables, the ‘NEAR_SUB_DIST’, ‘FLR’ (Floor), and ‘XUAR’ (Exclusive
Area), are directly extracted from Table 1 of our foundational dataset. They respectively
represent the distance from a subway station (within 500 m), the floor number of the
building, and the exclusive area of the house. The remaining variables have been refined
through various preprocessing steps. For instance, the ‘WTD_SUBW_RANK’ variable
was derived by summing the boarding and alighting counts at subway stations and then
normalizing these values. A significant aspect of this preprocessing involved geocoding
based on the ‘ADRES’ variable, which allowed us to utilize the resulting latitude and
longitude coordinates. In addition, we introduced the ‘INC_BY_REG’ variable, which is
based on the 2021 wage income settlement details specific to the housing’s region, be it a
city or district. The ‘PLC_RATE’ variable reflects the benchmark interest rate set by the Bank
of Korea on the transaction day. Furthermore, the variables ‘ELET_SCH’ and ‘MDL_SCH’
denote the count of elementary and middle schools, respectively, within a 500 m radius.
In a similar vein, the ‘CNT_PARK’ and ‘CNT_LIB’ variables capture the number of parks
and libraries, respectively, within the same proximity. Lastly, the ‘COMP_NM’ variable
serves as an indicator signifying whether the housing was constructed by a renowned
construction company. A comprehensive list of the input variables utilized in our final
model can be found in Table 3.

3.3.1. Multicollinearity and Its Mitigation

As we progress through the modeling process, it is imperative to ensure the validity
and reliability of the model. One potential pitfall in multiple regression models that can
compromise model reliability is the presence of multicollinearity. Multicollinearity is a
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phenomenon observed in multiple regression analysis when several independent variables
are highly correlated with each other. In models burdened with high multicollinearity, deci-
phering the distinct influence of each independent variable becomes intricate, potentially
leading to unreliable coefficient estimates [65,66]. Such scenarios can inflate the standard
errors of the regression coefficients, rendering it very challenging to attain statistically
significant results.

Table 3. Summary of input features utilized in the modeling process after complete preprocessing.

Feature Feature Description

WTD_SUBW_RANK Ranking of subway stations based on weighted passenger volume
NEAR_SUBW_DIST Distance between the property and the nearest subway station
INC_BY_REG Ranked region based on weighted average income
PLC_RATE Policy interest rate corresponding to the contract date
ELET_SCH Number of elementary schools
MDL_SCH Number of middle schools
CNT_PART Number of parks
CNT_LIB Number of libraries
FLR Floor Information
XUAR Exclusive Area (m2)
COMP_NM Branded construction company status
HUS_TP_APT Apartment status
HUS_TP_STD Studio status
HUS_TP_MUTF Multi-Family status
LOG_PRICE Log-transformed sale price
AGE_BLDG Building age

To address the issue of multicollinearity in our analysis, we employed the Variance
Inflation Factor (VIF). The VIF calculates the magnitude of multicollinearity among inde-
pendent variables. Specifically, it sets each independent variable as the dependent variable
and conducts a regression analysis against other variables, using the R2 value for its com-
putation. Typically, a VIF value exceeding 10 indicates significant multicollinearity between
the variable in question and others.

Utilizing the statsmodels.api library in Python, VIF values for all independent vari-
ables were determined. The computed VIF values for the modeling input variables are
depicted in Figure 4. However, after performing one-hot encoding (OHE) on the original
‘HUS_TP’ variable, we observed potential multicollinearity. Considering the inherent na-
ture of OHE, which transforms a single variable into multiple binary columns, it is not
uncommon to encounter high multicollinearity among the generated features. Recognizing
this, we excluded the highly correlated variables and re-evaluated the VIF. Upon inspecting
the revised VIF values for each feature, all variables demonstrate a VIF less than 10.

Figure 4. Variance Inflation Factor (VIF) values for all features, assessing multicollinearity among
input variables in the modeling process.
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3.3.2. Optimal Model Determination

Upon addressing multicollinearity, our next step involved evaluating the efficacy of
eight distinct machine learning models using cross-validation. A concise overview of these
models and their unique characteristics is provided in Table 4.

Table 4. Overview of the eight machine learning models employed in the study, highlighting their
unique characteristics and features.

Model Description

Linear Regression A general linear regression learning model that reflects the correlation
between explanatory and dependent variables.

Ridge Regression A linear regression learning model with L1 regularization.

Lasso Regression A linear regression learning model with L2 regularization.

ElasticNet Regression A linear regression learning model that combines both L1 and
L2 regularization.

Decision Tree A tree-based learning model that branches in the direction of lower
impurity and learns to minimize this impurity.

Random Forest Utilizing Bagging, this tree-based learning model selects variables
randomly, preventing overfitting typically seen in Decision Trees.

XGBoost
An ensemble tree-based learning model that utilizes boosting techniques.
It inputs the loss of the previous model into the learning data and uses
the gradient method to correct errors.

LightGBM A tree-based learning model that minimizes error loss by employing
methods like GOSS, EFB, and Leaf Wise.

Model validation is an integral component of the modeling process. Cross-validation, a
foundational technique in machine learning, gauges a model’s performance by partitioning
the dataset into multiple training and test subsets. This approach is instrumental in
preventing overfitting. However, our dataset presents a unique challenge due to its inherent
time series nature. Resorting to standard cross-validation methods would be problematic,
as it poses the risk of unintentionally leveraging future data to forecast past or present
events. To navigate this intricacy, we adopt the Time Series Nested Cross-Validation
(TS-Nested CV) strategy [67]. This specific validation approach is tailored for data with
temporal dependencies. It ensures that the training dataset always precedes the validation
set in chronological order. As such, instead of the conventional k-fold techniques, the
TS-Nested CV is preferred. We implemented this process using the Time Series Split tool
available in the scikit-learn library. A schematic depiction of the approach can be found
in Figure 5.

Figure 5. Nested cross-validation process: illustration of the step-by-step splitting of training and
test datasets, emphasizing the hierarchical structure of hyperparameter tuning within the inner loop
and performance evaluation in the outer loop.
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Choosing the right evaluation metric is crucial for assessing a model’s performance
accurately. These metrics offer quantitative insights into a model’s predictive accuracy.
In this study, the target variable ‘SMUP’ is derived from the housing sale price variable
‘DLNG_AMOUNT’. As depicted in Figure 2, there exists a notable discrepancy exceeding a
two-fold difference between the highest and lowest prices, indicating potential outliers that
could significantly influence the sale price. When the Root Mean Squared Error (RMSE) is
employed as a loss function, its inherent sensitivity to outliers is augmented, as it squares
the residuals between the actual and predicted values. This can obscure whether predictions
systematically underestimate or overestimate the actual values. To address this limitation,
we applied the Root Mean Squared Logarithmic Error (RMSLE) as our evaluation metric.
By computing the logarithm of both the actual and predicted values and then determining
their difference, the RMSLE effectively ensures that smaller and larger errors are treated
more uniformly, rendering it robust against outliers.

Additionally, we employed the Relative Root Mean Squared Error (RRMSE) as another
performance metric. The RRMSE is a nuanced variant of the RMSE designed to appraise the
precision of predictive models concerning the span of the target variable. Unlike the RMSE,
which is bound by the original measurement scale, the RRMSE affords the flexibility to
compare various measurement techniques. Consequently, any inaccuracies in predictions
manifest as elevated RRMSE values.

RMSLE =

√
1
n

n

∑
i=1

(log(pi + 1)− log(ai + 1))2 (1)

RRMSE =

√
1
n

∑n
i=1(ai − pi)2

∑n
i=1 p2

i
(2)

In the above equations, pi represents the predicted values, ai denotes the actual values,
and n is the number of data points.

Having established the evaluation metrics crucial for our analysis, we proceeded
to evaluate our models under a rigorous validation scheme. Using the TS-Nested CV
method, we compared the eight models based on the RMSLE and RRMSE metrics. For
this assessment, we primarily used the default hyperparameters for each model. Figure 6
presents the RMSLE and RRMSE values for the eight models after training them to predict
the target value, ‘SMUP’. As evidenced by the results shown in Figure 6a, the LightGBM
model boasts the smallest relative error, or RMSLE, between the actual and predicted
values. For instance, when ‘SMUP’ was set at KRW 10 million, the Linear Regression
model approximated it to be around KRW 5.3 million and LightGBM estimated it as KRW
7.6 million. In terms of RRMSE, which evaluates the accuracy of different predictive
models relative to the range of ‘SMUP’ values, LightGBM again showed better performance
than the other models. Based on these findings, we identified LightGBM as the most apt
predictive model for our study.

3.4. Hyperparameter Tuning of LightGBM and Feature Importance Analysis

To further refine the performance of the chosen LightGBM model, hyperparameter
tuning is essential. For this task, we utilized the OPTUNA library, an open-source Python
tool designed specifically for hyperparameter optimization. While it shares similarities
with GridSearch, RandomSearch, and BayesianOptimization, OPTUNA offers a more
streamlined and efficient approach to optimize both machine learning and deep learning
models. It significantly reduces the time and effort typically required for model selection
and hyperparameter adjustment.

Considering that a lower RMSLE signifies better accuracy, our optimization objec-
tive was set to ‘minimize’. In order to balance optimization quality with computational
efficiency, we limited the number of iterations to n_trial = 100. Post-optimization, the
model’s accuracy saw a marked improvement, with the RMSLE value decreasing from
the initial 0.24230 to 0.21999. The reduction of the RMSLE value by 0.02 after logarithmic
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transformation of the actual values through hyperparameter tuning signifies that if the
pre-adjustment prediction was made with an error rate of 24% at KRW 100 million, the
post-adjustment prediction would be at an error rate of 22%, resulting in a value of KRW
104.5 million. This equates to a difference of approximately KRW 4.5 million per SMUP,
potentially leading to substantial financial losses for homeowners due to this error. The
accuracy of our predictions improved with hyperparameter tuning.

(a)

(b)
Figure 6. Cross-validation results for the target value SMUP: average RMSLE and RRMSE values for
the eight regression models, complemented with a bar chart highlighting the differences in average
RMSLE values among the models. (a) Average RMSLE and RRMSE values for the eight regression
models; (b) Bar chart comparison of the average RMSLE values across eight models.

In the LightGBM-based analysis, our primary objective was to pinpoint the salient
features influencing housing prices. To gauge the specific impact of subway stations
on the ‘SMUP’ prediction, we conducted a separate performance assessment across the
eight models, excluding the two subway-related features, ‘WTD_SUBW_RANK’ and
‘NEAR_SUBW_DIST’. Figure 7 depicts a discernible decrease in predictive accuracy for all
models, indicating the significant role these subway attributes play. It can be inferred that
the proximity to subway stations, coupled with their high usage, exerts a positive influence
on housing price predictions.

In our prediction analysis, we scrutinized the influence of these two features and
subsequently assessed their importance. We divided the feature importance analysis into
two scenarios, one including these two features and the other excluding them; the results
are presented graphically in Figure 8. In the importance analysis graph which includes the
two features, the feature with the most significant influence is WTD_SUBW_RANK, repre-
senting the subway stations frequently used by many people, followed by INC_BY_REG,
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indicating purchasing power, and then AGE_BLDG, representing the age of the building.
The other graph showcases the influence of features when the same two specific features
are excluded. Interestingly, while the housing area (XUAR) has a lesser influence than
AGE_BLDG in the top graph, it ranks second in the bottom graph. This can be inferred
as those with greater purchasing power tending to prefer houses with a larger area. In
both graphs, the influence of the construction company’s brand was the least impactful.
Thus, it can be discerned that features related to proximity to subway stations and socio-
infrastructure facilities exert the most substantial influence on housing price predictions.

(a) (b)
Figure 7. To understand the impact of subway stations on housing price predictions, the performance
metrics of the eight regression models were evaluated while excluding the WTD_SUBW_RANK
and NEAR_SUBW_DIST features prior to hyperparameter tuning: (a) performance metrics when
excluding the two features and (b) performance metrics when including the two features.

These findings suggest that location-related external factors, especially transit accessi-
bility, have a more pronounced impact on housing prices than the inherent attributes of the
properties. Additionally, the age and size of a property play crucial roles in its valuation.
This underscores the importance of location and surrounding amenities, particularly trans-
portation links, in urban real estate valuation. Further exploration of the diverse factors
influencing housing prices presents a valuable direction for future research.

Armed with these insights, stakeholders in the real estate market, both buyers and
sellers, can make more informed decisions, especially concerning location and transporta-
tion accessibility. As we transition to our concluding remarks, it is vital to contemplate the
broader implications of our findings, especially in the realms of urban planning, policy
formulation, and emerging real estate trends. This sets the foundation for the discussion in
the forthcoming section.

(a)

Figure 8. Cont.
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(b)
Figure 8. Comparison of feature importance in the LightGBM model based on the inclusion or
exclusion of the WTD_SUBW_RANK and NEAR_SUBW_DIST features: (a) feature importance when
excluding WTD_SUBW_RANK and NEAR_SUBW_DIST and (b) feature importance when including
WTD_SUBW_RANK and NEAR_SUBW_DIST.

4. Discussion

In the rapidly changing field of housing market research, our study offers a fresh
perspective by examining the interplay between traditional econometric models and the
latest machine learning techniques. By combining data from SOC facilities and subway
stations, we present a comprehensive method to understand the multifaceted factors
influencing housing prices.

Our integration of diverse datasets provides a holistic view of urban amenities and
their impact on housing prices. The rigorous preprocessing and data integration methods
we employ can serve as a reference point for future studies, emphasizing robustness and
reliability. Moreover, our comparative evaluation of eight advanced machine learning mod-
els highlights the transformative potential of machine learning in reshaping housing price
predictions. Our model not only delivers noteworthy predictive accuracy, it illuminates the
intricate relationships between various determinants.

Although many studies have focused on either transportation infrastructure or the
significance of SOC facilities, our research stands out through its integrated approach.
We move beyond traditional approaches, offering a deeper understanding of housing
prices by considering both subway accessibility and the importance of SOC facilities. This
comprehensive perspective ensures a more accurate prediction model, setting our research
apart from others.

We recognize that the vast landscape of urban economics holds many areas ripe for
exploration. In particular, national policies related to real estate, especially housing, play
a pivotal role in influencing prices. The implementation of transportation infrastructure,
expansion of social amenities, land development, and other state-driven initiatives form the
backbone of these influences. We believe that integrating information from news reports,
articles, and social networks related to these policy measures with the data we have gath-
ered could yield more accurate and trustworthy predictions for real estate prices, including
housing. As a future direction, we aim to collate policy data in order to examine its impact
on price forecasting. Moreover, we intend to delve deeper into the influence of proximity
to urban centers, schools, and public facilities in subsequent studies, harnessing these
data to refine our predictive models. Building on these efforts, we lastly aim to perform
comparisons with other machine learning-based prediction studies while leveraging our
improved predictive model. We intend to compare and analyze the results using predictive
models from other studies, employing features extracted by integrating housing transaction
data near subway stations with SOC-related data.
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Our research provides valuable insights and charts a path for future inquiries. By
emphasizing the importance of a comprehensive approach and the potential of machine
learning, we aspire to stimulate continued innovation in housing market research.
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