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Abstract: Improving the quality of healthcare services is of the utmost importance in healthcare
systems. Patient experience is a key aspect that should be gauged and monitored continuously.
However, the measurement of such a vital indicator typically cannot be carried out directly, instead
being derived from the opinions of patients who usually express their experience in free text. When
it comes to patient comments written in the Arabic language, the currently used strategy to classify
Arabic comments is totally reliant on human annotation, which is time-consuming and prone to
subjectivity and error. Thus, fully using the value of patient feedback in a timely manner is difficult.
This paper addresses the problem of classifying patient experience (PX) comments written in Arabic
into 25 classes by using deep learning- and BERT-based models. A real-world data set of patient
comments is obtained from the Saudi Ministry of Health for this purpose. Features are extracted from
the data set, then used to train deep learning-based classifiers—including BiLSTM and BiGRU—for
which pre-trained static word embedding and pre-training vector word embeddings are utilized.
Furthermore, we utilize several Arabic pre-trained BERT models, in addition to building PX_BERT,
a customized BERT model using the PX unlabeled database. From the experimental results for the
28 classifiers built in this study, the best-performing models (based on the F1 score) are found to be
PX_BERT and AraBERTv02. To the best of our knowledge, this is the first study to tackle PX comment
classification for the Arabic language.

Keywords: text classification; multi-label classification; deep learning; natural language processing;
NLP; word embeddings; Arabic; patient experience; PX; LSTM; GRU; BERT

1. Introduction

In the healthcare sector, measuring the patient experience (PX) is a topic of major interest
that plays an important role in the safety and well-being of individuals. The Beryl Institute
defines PX as “the sum of all interactions, shaped by an organization’s culture, that influence
patient perceptions across the continuum of care” [1]. Measuring patient experience is
important for several reasons. First, it provides valuable feedback on the quality of care
provided by healthcare organizations, helping them to identify areas for improvement.
Second, it can improve patient satisfaction and engagement, leading to better health
outcomes, as well as relieving the burden on medical workers [2]. Finally, it can inform
healthcare policy and decision making, ensuring that patient-centric care is prioritized.
According to the Patient Access Leadership Research Report released by Lumeon in 2021, 90%
of survey participants believe that PX is the primary differentiator for hospitals [3].

In the Kingdom of Saudi Arabia, the Ministry of Health (MOH) pays great attention to
measuring the patient experience, and a program was launched in 2018 to measure patient
experience [4]. The goals of this program include raising the quality of healthcare services,
aiding decision makers with insightful reports about patient experience, and developing
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standards for patient experience that comply with regional and international standards.
Patient experience information is typically gathered using surveys. The survey questions
are close-ended with five-point scales, allowing for the measurement of their degree of
satisfaction. In addition, there is also an open-ended question that allows the patient to
express freely their opinions about their experience during the last visit. This open-ended
question is formatted as “please provide additional comments”, and the response is mostly
free text in Arabic.

Machine learning (ML) algorithms have been widely adopted for text classification
in various healthcare fields, including for the analysis of patient experience data [5–9].
However, existing research in the literature has mainly focused on the English language. As
such, at present, patient comments written in Arabic are difficult to automatically analyze
using traditional machine learning and statistical approaches. Dealing with Arabic text is
challenging for many reasons; for example, it has complex grammar due to the presence of
different forms of words based on gender, singular, plural, and dual contexts. In addition,
there are many dialectal variations, where each has its own morphology, phonology, syntax,
and lexical forms [10,11]. Many studies have demonstrated the difficulties associated to
processing Arabic text, and some researchers have attributed this fact to the richness and
complexity of the Arabic morphology [11,12].

The current approach used by the Saudi MOH is manually categorizing comments
based on a pre-defined set of classes. With the huge number of patient comments received
from health facilities across the country (i.e., hundreds of thousands), it is difficult to draw
insights in a timely manner, thus slowing down the process of addressing patient concerns.
Manual classification is a tedious task and humans are subject to making errors; it is also a
very time-consuming task and can demand immense effort.

Deep learning (DL) approaches have recently demonstrated success in many fields,
such as image recognition, object detection, speech processing, and text classification [13].
Compared to traditional ML, DL models are able to automatically extract complex features
from input data. The use of convolutional neural networks (CNNs) and recurrent neural
networks (RNNs) has significantly enhanced the state of the art in text classification [14].
Further improvements have been achieved with the emergence of bidirectional encoder
representations from transformers (BERT), which is a language representation model
based on transformers for pre-training deep bidirectional representations from unlabeled
text [15]. BERT has been used in many natural language processing (NLP) use cases,
including sentiment analysis [16], text summarization [17], question answering [18], and
text classification [19].

In this paper, we address the problem of classifying patient comments written in
Arabic using DL- and BERT-based models. A real-world data set obtained from the PX
center at the Saudi MOH is utilized for this purpose [20]. We formulate the problem as
a multi-label classification task and define it as follows: given a patient comment that is
written in Arabic language, it must be classified into one or more of the 25 pre-defined
classes corresponding to the Saudi Healthcare Complaints Taxonomy (SHCT) [21].

The contributions of this study are as follows: (1) we investigate the existing solutions
for classifying PX data in the Arabic language; (2) we utilize real-world PX data obtained
from the MOH of Saudi Arabia; and (3) we develop a total of 28 classifiers using deep
learning models, bidirectional long short-term memory (BiLSTM), and bidirectional gated
recurrent unit (BiGRU), in addition to BERT-based models, to help in classifying the
newly received unannotated comments. One of the challenges faced in this research is
the complexity of the used data set, which poses various difficulties in the classification
process. The challenges associated with the data set include dealing with dialectal Arabic
(DA) and modern standard Arabic (MSA) and the presence of misspelled words, which
may pose a challenge in the classification process. Additionally, the PX data set suffers from
an imbalanced distribution of labels, which is a very challenging matter to deal with in
the context of multi-label classification [22]. Moreover, we intend to classify the comments
with no consideration of their sentiment. Figure 1 depicts the challenges associated with
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the PX data set. To the best of our knowledge, the classification of PX comments has not
previously been covered in the context of the Arabic language, nor Saudi dialects; however,
a number of attempts have been conducted in other languages, revealing an acceptable rate
of reliability. The results of the classifications will be in favor of reducing the burden on
human resources and delivering insights in a timely manner to decision makers.

Figure 1. Challenges associated with the PX data set.

The remainder of this paper is organized as follows: In Section 2, we discuss previous
works related to text classification. Then, we describe our Arabic patient experience data
set and detail the proposed deep learning models for PX classification in Section 3. Our
results are presented and discussed in Sections 4 and 5, respectively. Finally, Section 6
concludes this paper.

2. Related Work

In this section, we cover related work in the text classification literature. We investigate
the text classification in different domains and in several languages, in order to survey the
commonly used techniques. Our discussion of the related literature is structured as shown
in Figure 2.

2.1. Text Classification in Healthcare

Text classification in healthcare has received a tremendous amount of attention in
the literature. Here, we discuss healthcare-related text classification research focused on
languages other than Arabic. Tafti et al. [6] addressed the problem of classifying patient
portal English messages using various deep learning models. A data set of 6000 messages
was used to train CNN, RNN, long short-term memory (LSTM), and an ensemble model
combining the above-mentioned algorithms. The ensemble delivered the best performance
of 89.9%, in terms of F1 score. Nawab et al. [7] used a deep learning sequential model to
analyze patient experience data in English. The data set of 2830 patient responses to Press
Ganey surveys was used to train the model. The model yielded 82% accuracy and an F1
score of 81%. In the pharmaceutical field, Joshi et al. [8] trained ML algorithms to classify
drug reviews into ten classes. A data set of 218,000 entries was utilized to train multinomial
naïve Bayes (NB), logistic regression (LR), decision tree (DT), extra trees, random forest,
and linear support vector classifier (SVC) classifiers. The best results (with 88% precision,
88% recall, and 88% F1 score) was obtained by SVC. In Russian, Alimova et al. [5] used
a linear support vector machine (SVM) model to classify the drug side effects into four
labels: beneficial effect, adverse effect, symptom, and other. After training on a data set of
5748 drug reviews, the model achieved an F1 score of 73.3%. Khanbahi et al. [9] recently
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classified patient experience data obtained from the National Health Service hospitals in
England. A data set composed of 69,000 records was used to train various ML algorithms,
including decision tree, random forest, SVM, k-nearest neighbors (KNNs), NB, and gradient
boosted trees. The results indicated that SVM outperformed the others, with accuracy
above 62% for each label.

Figure 2. Summary of the related work.

2.2. Text Classification in Arabic

For the Arabic language, many works have focused on text classification. The charac-
teristics of the Arabic language require exploring the relevant approaches considered, as
well as comparison of the efficiency for each approach.

El-Rifai et al. [23] developed a binary and multi-label classifiers to classify news data.
For binary classification, a data set of 90k articles was used to train several ML algorithms,
including LR, KNN, DT, and SVM, where the latter excelled with an F1 score of 97.9%.
For the multi-labeled approaches, the data set used comprised 290,000 articles. They
adopted shallow-learning techniques as well as neural network techniques, and found that
an architecture combining a CNN with a gated recurrent unit (GRU) provided the best
result, with an accuracy of 94.85%. Likewise, Alsaleh et al. [24] utilized news data sets and
trained their proposed CNN with genetic algorithm (GA) for hyperparameter tuning as a
classifier. The authors introduced the Saudi Newspaper Articles data set (SNAD), which
contains 45,000 articles in 6 classes. For comparison, the authors utilized the Moroccan
News Articles Data set (MNAD) [25], which contains 111,000 articles in 5 classes. The
CNN model using the SNAD data set obtained 84% accuracy, while the CNN with the
GA optimization resulted in higher accuracy of 88%. The authors also compared their
work to a previous work [26] that used the MNAD data set, and found that the result
of using global vectors for word representation (GloVe) [27] enhanced the accuracy. On
the other hand, Lulu et al. [28] investigated classification of the DA for three dialects of
interest: Egyptian, Gulf, and Levantine. The researchers applied deep learning approaches
for DA classification and used a subset of the Arabic Online Commentary (AOC) data
set [29], which contains 30,000 entries (10,000 for each dialect of interest). The author tested
LSTM, CNN, Bidirectional LSTM, and convolutional LSTM models, and found that the
LSTM performed best among the others, with 71.4% accuracy. In addition, Wray [30] also
focused on DA—specifically, Levantine sub-dialects, which include Palestinian, Jordanian,
Lebanese and Syrian. The data set used for their experiment was collected from Twitter and
constituted 100,000 tweets, and the author utilized other corpora to extract dialect-specific
features. Finally, an SVM model was trained and evaluated with 10-fold cross validation,
resulting in 65% accuracy. In the same way, Alorini et al. [10] also concentrated on the DA of
the Gulf dialects, in order to conduct binary classification of tweets (as either spam or not).
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They used a data set comprised of 2000 tweets from the Gulf region. They considered the
use of other features extracted from tweets, such as URLs, hashtags, and a list of profanity
words. The authors implemented NB and SVM, where NB delivered better results when
combined with the extracted features, obtaining an accuracy of 86%. Additionally, Rachid
et al. [11] aimed to classify cyber-bullying within a set of 32,000 deleted comments from
an Arabic news website. In their experiment, they utilized AraVec word embeddings [31]
with the CNN, LSTM, and GRU combined, which achieved an F1 score of 84%; they
also implemented ML approaches and obtained competitive results. On the other hand,
Alsukhni et al. [32] utilized a deep learning approach for their proposed models. They
employed a multi-layer perceptron (MLP) and an RNN with LSTM to be trained on the
Mowjaz data set [33] (of size 9500), which is a multi-labeled data set consisting of 10 classes.
The RNN with LSTM surpassed the MLP model, with an F1 score of 82.03%. Furthermore,
Ghourabi et al. [34] focused on SMS spam detection, using a deep learning approach that
combines a CNN with LSTM and other ML classifiers for benchmarking. The data consisted
of 5574 English SMSs and 2730 Arabic SMSs, annotated with two labels as either spam or
not, and the researcher developed two types of model. For the machine learning approach,
the authors chose term frequency–inverse document frequency (TF-IDF). Alternatively,
for the deep learning approach, they used a word embedding model to accommodate
the mixed-language data set. A hybrid CNN–LSTM model was then developed, which
obtained an accuracy of 98.37%, a precision of 95.39%, a recall of 87.87%, and an F1 score
of 91.48%, outperforming the other ML approaches. Al-Laith et al. [35] aimed to review a
huge number of tweets with the intention of grasping the public’s emotions associated with
COVID-19. The authors collected 5,500,000 tweets labeled with six labels for the emotions,
along with two classes for the presence of symptoms or not. The researcher utilized word
embeddings with an LSTM model, and the symptom classification obtained an accuracy of
75%. Interestingly, Faris et al. [36] proposed a solution to classify medical consultations in
Arabic. The authors utilized a data set from the Altibbi telemedicine company, consisting
of 1,500,000 consultations, with 75,000 among them labeled and falling under fifteen classes.
The authors used many word embedding approaches, and found that developing their own
led to the best result. After that, they employed LSTM and BiLSTM models with different
variations, in terms of the number of units. The best result was obtained by the BiLSTM
with 30 units, which delivered a precision ranging from 83% to 95% for each class. Ikram
et al. [37] examined documents in the legal field using a data set of 1452 Arabic documents
from the Moroccan Supreme Court for two classes: real estate or traffic. The authors chose
four different models for classification of the data: KNN, NB, DT, and SVM with TF-IDF
vectorized data. After implementation of the models, they found that SVM delivered the
best results, with an accuracy of 98.11% and average F1 score of 98.04%. In addition, Biniz
et al. [26] proposed a news classifier using a data set collected from Moroccan news websites,
consisting of 111,000 articles falling within five classes. A CNN model was developed,
and its hyperparameters were configured to obtain the best output, which resulted in an
accuracy of 92.94%. Furthermore, Omar et al. [38] developed a multi-label Arabic text
classification model, along with a binary topic classification model, using a Twitter and
Facebook data set. The data set, with 44,000 entries in total, includes 4000 entries for each
of the eleven classes. Many ML models were developed, among which the linear SVC
achieved the best accuracy (of 97.8%) for binary classification, and also achieved the best
accuracy (of 81.44%) when combined with TF-IDF in the multi-label experiment. Elnagar
et al. [39] also proposed solutions for both binary and multi-labeled classification problems.
They created two data sets: the Single-Label Arabic News Articles data set (SANAD), which
is annotated with single labels and composed of 110,000 entries; and the multi-label News
Articles Data set in Arabic (NADiA), which consists of 450,000 entries and is multi-labeled
with 28 labels. For binary classification, the authors implemented nine deep neural network
algorithms. The best model among them was the attention-GRU, with an accuracy of
96.94%. For the multi-label classification, attention-GRU also achieved the best accuracy
(of 88.68%) on 10 classes. Alhawrat et al. [40] proposed an approach that relies on a multi-



Appl. Sci. 2023, 13, 10305 6 of 27

kernel CNN. A total of 15 Arabic data sets with text of different lengths were used. The
authors used Arabic Wikipedia fast-text pre-trained word vectors. Then, they trained a
multi-kernel CNN model, which achieved an accuracy of 97.58% to 99.90% on the different
data sets. Ameur et al. [12] proposed a model that combines the CNN and RNN using the
Open-Source Arabic Corpora (OSAC) data set [41], which contains 21,000 documents in
10 classes. Then, they developed many models, and the best result was obtained by the
combined RNN-CNN model with static word embeddings, which achieved an F1 score
of 98.61%. The authors of [42] studied the multi-classification of Arabic dialect texts from
the First Nuanced Arabic Dialect Identification Shared Task (NADI) data set [43], which is
labeled with 21 classes representing Arab countries. The researchers developed a classifier
that combines LR, NB, and DT using voting with clustering, which yielded the best F1
score of 20.05%. Touati-Hamad et al. [44] aimed to distinguish Arabic Quranic text from
non-Quranic text. The data set used for Quran verses was obtained from tanzil.net, while
for the non-Quranic text, they used the Arabic learner corpus. The researchers utilized
pre-trained word embeddings with a model consisting of hybridized CNN and LSTM
layers, which achieved an F1 score of 97.86%, accuracy of 98.33%, precision of 97.86%, and
recall of 97.86%.

2.3. Bert-Based Arabic Text Classification

BERT is a contextual word embedding that can be used to derive representations for
textual data. This model has been shown to have high performance, and in this section we
review some published work that utilizes Arabic pre-trained BERT models. In Ghourabi
et al. [45], a classifier was developed to determine the classes for news articles using the
Mowjaz data set. The classifier consists of three layers, with an input layer having the size of
the hidden layers of AraBERT [46] and an output layer of size 10 (representing the number
of labels). Additionally, two other classifiers were developed for comparison: TF-IDF with
an SVM classifier and AraVec word embeddings with Bidirectional LSTM. In the testing
set, the AraBERT classifier achieved the highest accuracy of 85.1% and outperformed the
other classifiers. In their study, Djandji et al. [47] aimed to classify offensive and hate
speech Arabic tweets. They utilized a data set of 7839 annotated tweets and conducted
pre-processing before fine tuning the pre-trained AraBERT model. The output of AraBERT
was then fed to two task-specific dense layers as part of multi-task learning (MTL), which
classified whether the tweet was offensive and whether it contained hate speech. The MTL
AraBERT model achieved a macro F1 score of 90.15% for the offensive class and 83.1% for
hate speech.

In another study, Althabiti et al. [48] aimed to classify tweets as check worthy or not.
They used a data set of 4,100,000 tweets to fine tune the AraBERT pre-trained embeddings
with 12 BERT layers, followed by a hyperbolic tangent activation function to determine the
probability distribution of tokens. The model was tested using different AraBERT versions,
and the v0.2-base and v2-base models achieved accuracies of 68% and 69%, respectively.
Faraj et al. [49] also employed AraBERT in their research in order to classify whether tweets
are sarcastic or not. The authors used an ensemble approach with a hard-voting technique
and AraBERT, resulting in an F1 score of 59% for the sarcastic class and an accuracy of
68%. Faris et al. [50] conducted experiments with AraBERT v1 and v2 for multi-class and
multi-label text classification of medical consultations obtained from Altibbi, comprising
578,000 consultations with unclear labels. The authors compared the performance of
AraBERT + Bidirectional LSTM with Bidirectional LSTM using custom-built static word
embeddings (AltibbiVec) and evaluated the performance using precision and recall. The
best-performing model was AltibbiVec with BiLSTM, achieving a recall of 54.4%, precision
of 26.8%, and F1 score of 35.46%. Uyangodage et al. [51] created a binary classifier to
detect harmful social information using an imbalanced data set of over 10,000 tweets about
COVID-19 provided by the NLP4IF-2021 [52]. The authors utilized multiple classifiers and
found that AraBERT-v2-tokenized achieved the best performance for Arabic, with a macro
F1 score of 69.8%.
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2.4. Summary

In the literature, the text classification task has been tackled using various approaches.
Traditional ML algorithms have been widely investigated for this purpose, and SVM and
its variations (e.g., Linear SVC) have demonstrated substantial improvements in perfor-
mance [5,8,23,30,37,38]. NB classifiers have also been employed for this task [10]. The suc-
cess of deep learning in many fields has led to the adoption of deep learning algorithms for
NLP. CNN—either stand-alone or augmented with other techniques—has shown notably
good performance for text classification [6,11,12,24,26,34]. It can be observed that RNNs are
not widely used for problems that require sequential dependencies, and many text classifi-
cation research has used their variations, LSTM/BiLSTM and GRU/BiGRU instead, either
stand-alone or in combination with other algorithms [6,11,23,28,32,34–36,39,50]. When an
RNN is used, it is often combined with other algorithms [6,12].

The use of BERT for Arabic language text was recently investigated using news and
Twitter data sets, and improved text classification results were achieved using
AraBERT [45,47–49,51]. Tables 1–3 summarize the related literature focused on binary,
multi-class, and multi-label text classification, respectively. Promising results were ob-
tained using DL and AraBERT-based approaches for the classification of Arabic text in
many applications; however, to the best of our knowledge, these approaches have not been
tested in the context of Arabic PX.

Table 1. Comparison of binary classification models in the reviewed literature. Table legend: A,
accuracy; R, recall; P, precision; F, F1 score.

Reference Language Best Model Data Set Source Classification Type Result of the Best
Model

Tafti 2019 [6] English Ensemble (CNN, RNN,
LSTM) Healthcare (PPM) Binary F1: 89.9%

Nawab 2020 [7] English Deep learning Sequential
Model PX survey Binary F1: 81% A: 82%

Alimova 2017 [5] Russian Linear SVM Healthcare (drug
reviews) Binary F1: 73.3%

El-rifai 2021 [23] Arabic SVM News Binary F1: 97.93% A: 97.9%

Alsaleh 2021 [24] Arabic CNN with GA News data sets
(SNAD,MNAD) Binary SNAD A: 88.71%

MNAD; A: 98.42%
Lulu 2018 [28] Arabic LSTM Social Media Binary A: 71.4%
Wray 2018 [30] Arabic SVM Social Media Binary A: 65%

Alorini 2019 [10] Arabic Naïve Bayes Social Media Binary A: 86% F1: 92% P: 81%
R: 87%

Rachid 2020 [11] Arabic Combination of CNN,
LSTM, GRU Social Media Binary F: 84%

Ghourabi 2020 [34] Arabic Hybrid CNN–LSTM SMS text Binary A: 98.37% F1: 91.48%
P: 95.39% R: 87.87%

Ikram 2019 [37] Arabic SVM Legal text Binary A: 98.11% F1: 98.04%

Omar 2021 [38] Arabic SVC Social Media Binary A: 97.8% F1: 97.79%
R: 97.79%, P: 97.8%

Elnagar 2020 [39] Arabic Attention-GRU News Binary A: 95.94%
Alhawrat 2020 [40] Arabic Multi-kernel CNN Miscellaneous A: (97.58–99.90%)

Ameur 2020 [12] Arabic Combined (RNN–CNN) Online Source Arabic
Corpora

F1: 98.61%, P: 98.63%
R: 98.58%

Touati-Hamad 2022 [44] Arabic Hybrid CNN–LSTM Quran, Arabic Learner
Corpus Binary F1: 97.86% A: 98.33%

P: 97.86% R: 97.86%

Djandj 2020 [47] Arabic AraBERT with MTL Twitter Binary F1: 90.15% (offensive)
F1: 83.41% (hate-speech)

Althabit 2021 [48] Arabic AraBERT with TanH
function Twitter Binary A: 68% (AraBERTv0.2)

A: 69% (AraBERTv2)

Faraj 2021 [49] Arabic Ensemble (hard-voting)
with AraBERT ArSarcasm-v2 data set Binary F1: 59.8% A: 78.3%

Uyangodage 2021 [51] Arabic AraBERT Twitter Binary F1: 69.8%
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Table 2. Comparison of multi-class classification models in the reviewed literature. Table legend: A,
accuracy; R, recall; P, precision; F, F1 score.

Reference Language Best Model Data Set Source Classification Type Result of the Best
Model

Joshi 2021 [8] English Linear SVC Healthcare (drug
reviews) Multi-class F1: 88% R: 88% P: 88%

Khanbahi 2022 [9] English SVM Healthcare (PX) Multi-class A: 62%+
AL-laith 2021 [35] Arabic LSTM Social Media Multi-class A: 75%
Faris 2021 [36] Arabic BiLSTM Healthcare (Altibbi) Multi-class A: 87.2% P: (83–95%)
Biniz 2018 [26] Arabic CNN News Multi-class A: 92.94%

Aliwy 2020 [42] Arabic Ensemble (voting com-
bining LR, NB, DT) NADI data set Multi-class F1: 20.05%

El-rifai 2021 [23] Arabic CNN-GRU News Multi-label A: 94.85% F1: 78.86%
Alsukhni 2021 [32] Arabic LSTM News Multi-label F1: 83.8%

Omar 2021 [38] Arabic Linear SVC Social Media Multi-label A: 81.44%%, F1: 92.0%
R: 90.5% P: 93.52%

Elnagar 2020 [39] Arabic Attention-GRU News Multi-label Multi: A: 88.86%
Ghourabi 2021 [45] Arabic AraBERT News Multi-label A: 85.1% F1: 86.42%

Faris 2022 [50] Arabic BiLSTM Healthcare (Altibbi) Multi-label R: 54.4%, P: 26.8%,
F1: 35.46%

Table 3. Comparison of multi-label classification models in the reviewed literature. Table legend: A,
accuracy; R, recall; P, precision; F, F1 score.

Reference Language Best Model Data Set Source Classification Type Result of the Best
Model

El-rifai 2021 [23] Arabic CNN-GRU News Multi-label A: 94.85% F1: 78.86%
Alsukhni 2021 [32] Arabic LSTM News Multi-label F1: 83.8%

Omar 2021 [38] Arabic Linear SVC Social Media Multi-label A: 81.44%%, F1: 92.0%
R: 90.5% P: 93.52%

Elnagar 2020 [39] Arabic Attention-GRU News Multi-label Multi: A: 88.86%
Ghourabi 2021 [45] Arabic AraBERT News Multi-label A: 85.1% F1: 86.42%

Faris 2022 [50] Arabic BiLSTM Healthcare (Altibbi) Multi-label R: 54.4%, P: 26.8%,
F1: 35.46%

3. Proposed Methodology

In this study, we use several DL and BERT-based architectures to build multi-label clas-
sifiers for Arabic PX comments. In the following, we describe our data set, pre-processing
steps, and the utilized deep learning models, including BiLSTM-, BiGRU-, and BERT-based
models. Our proposed methodology is depicted in Figure 3. First, the data set is cleaned,
normalized, and then vectorized using static and dynamic word embeddings. Then, several
deep learning classifiers are trained using the pre-processed data set, including BiLSTM-,
BiGRU-, and BERT-based models. Finally, a testing data set is utilized to evaluate the
performance of the classifiers.

3.1. Data Set Description

Our data set was obtained from Patient Experience Center of the Saudi MOH. A total of
21 spreadsheets were provided (file size is 0.59 GB), where each spreadsheet is composed of
1000–4200 manually labeled comments. The records represent responses to the PX surveys—
in particular, the answers to the question “do you have any further comments?”—collected
from many healthcare facilities across Saudi Arabia. This implies the possibility of them
containing different dialects. The entries represent comments collected from primary
healthcare centers, inpatient, emergency room (ER), and outpatients. Each record is labeled
in terms of sentiment and classification of the comment according to the SHCT [21].
Figure 4 shows the top 100 words present in the data set.
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Figure 3. Abstract framework of the proposed methodology.

Figure 4. Top 100 words within the PX 19K all-sentiment data set.

In 2019, the MOH developed the Saudi healthcare complaints taxonomy (SHCT) [21]
in order to standardize the classification of patient comments for better analysis. This
hierarchical taxonomy provides four levels for classifying patient comments. At the top,
the taxonomy begins with the domain, in which there are three main domains: Clinical
complaints, relationship complaints, and management complaints. Under each domain
comes the second level of the taxonomy, called the category, with seven categories. Then,
each category has a number of sub-categories (at this level, there are 25 sub-categories),
each of which leads to the final level of the taxonomy, the classification level (consisting
of 158 classifications). Table 4 details the number of categories, sub-categories, and clas-
sifications for each domain, Table 5 depicts a portion of the SHCT, and Table 6 provides
example patient comments.

Table 4. Arrangement of the Saudi healthcare complaints taxonomy.

Domain Category Sub-Category Classification

Clinical 2 8 59
Management 2 11 82
Relationship 2 6 17

Total 6 25 158
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Table 5. Sample of the Saudi healthcare complaints taxonomy.

Domain Category Subcategory Classification

Relationships
Complaints

Communication

Patient–staff
communication

Miscommunication with Patient

Poor provider–patient communication

Not involving patient in clinical decisions

Failure to clarify patient case to their
family

Incorrect
Information

Deficient Information

Communication of wrong information

Humanness/
Caring

Emotional
Support

Inadequate emotional support

Neglect

Assault and
Harassment

Inappropriate/aggressive behavior

Provider assaulted patient

Molesting a patient

Discrimination

No apology to the patient

Table 6. Sample patient comments.

Comment in Arabic Sub-Category Translation
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Quality of care
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Delays

My first visit to the center I have
an appointment to check for the

Coronavirus and so far I have not
seen the results for a month
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The building is not qualified to be
called a health center

For the purpose of conducting our experiments, we constructed 3 data sets. The first
data set contained only records labeled as negative comments, and consisted of 13,000 rows
of data and 25 labels. The second data set contained of all the comments, regardless of
their sentiment, and comprised 19,000 rows of data with all 25 labels. The third data set
contained all of the data regardless of the sentiment and consisted of 19,000 rows of data
but with only 20 labels; the least-used six labels were combined into one label that we
called ‘other’.

In this work, we focus on the classification of the patient comments into the 25 SHCT
sub-categories. This choice was based on the need imposed by the PX center, as well as
the feasibility of classification on a relatively smaller number of classes. Research has
shown that an increase in the number of classes can increase the probability of incorrect
classification [23,36]. Table 7 shows the percentage of records for each class in the data set.



Appl. Sci. 2023, 13, 10305 11 of 27

Table 7. The percentages of each class within the 19,000 all-sentiment comments data set.

Class %

Quality_Care 16.43%
Environment 16.17%

Delays 9.34%
Administrative_Policies_procedures 8.07%

Access 5.35%
Medication_Vaccination 5.90%

Examination 6.89%
Staffing 4.38%

Resources 3.76%
Skills_conducts 3.72%

Assault_Harassment 2.44%
PatientStaff_Communication 2.62%

Safety_Incidents 2.37%
Emotional_Support 2.04%

Treatment 1.68%
Patient_Journey 1.7%

Medical_Records 1.28%
Diagnosis 0.81%

Safety_Security 1.35%
Confidentiality 0.72%

Incorrect_Information 1.32%
Referrals 0.57%

Patient_Disposition 0.86%
Finance_Billing 0.30%

Consent 0.07%

3.2. Data Pre-Processing
3.2.1. Data Cleaning

Data cleaning is an important step before model building. It is required in order to
remove noise and unnecessary characters, such as symbols, punctuation marks, extra white
spaces, English characters, URLs, digits, mobile numbers, emails, new lines, elongations,
and stop words. It also protects the privacy of users by removing any personal information.
In our data set, cleaning was conducted using regular expressions. The removal of personal
information was carried out through multiple steps. The goal was to replace the personal
information in patient comments with placeholders. Initially, commonly occurring patterns
were identified, including landline numbers, mobile numbers, and email addresses, both in
Eastern and Western Arabic numerals. Then, these patterns were used to search for personal
information and replace them with the corresponding placeholders, such as < PHONE >.

The data set was already labeled using the 158 classifications of the SHCT. There were
slight variations in label naming across files and in the same file; for example, the class
Substandard clinical/nursing care also appears as substandard clinical-nursing care. This issue
was fixed by transforming annotations into a one-hot encoded format. As we aimed to
classify the comments into 25 sub-categories, the 158 classifications were transformed back
to their superordinate sub-category as described by the SHCT. Table 8 shows the entries
for all sentiments, from which, when cleaned, we found that only 19,000 entries were
annotated.

Table 8. Number of all entries, regardless of sentiment.

Patient Journey Number of Entries

Primary Healthcare Center 9967
Inpatient 8582

ER 7129
Total 25,678

3.2.2. Data Normalization

The Arabic language has a rich morphology, and the words in Arabic may have
more than a single meaning, and are differentiated with diacritics, or with variations of
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the same letter, such as the case of alif and hamza. Data normalization is the process of
uniforming text into a more general form, which is performed through unifying the letter

Alif
�
@ , @ , Z , @


,


@ to a general form @. This is also the case for the letter Yaa ø , ø , ø



to ø



,

as well as Haa �ë and Taa marbuuta �
é� to �ë, and Waw 

ð into ð. Additionally, the removal
of diacritics is a key part of the normalization process. To achieve data normalization, we
utilized regular expressions to replace letters with the corresponding general form.

3.2.3. Tokenization

Tokenization is the process of segmenting documents or sentences into smaller seg-
ments, which are called tokens. Tokenization varies depending on the text language, in
order to accommodate for differences in the features of the language. There are several
tools that have been specifically built for the Arabic language [53]. There are also more
advanced techniques that rely on morphological features for the segmentation of words.
Some programming libraries provide morphological tokenizers, such as MADAMIRA [54]
and CaMeL Tools [55]. In our case, the type of classifier determines the style of tokenization.
For BERT-based models, tokenization is performed specifically for each pre-trained BERT
model by replacing links with placeholders, then segmenting the words. Meanwhile, for
the deep learning-based models that utilize AraVec, the built-in tokenizers in the genism
library can be used to load the AraVec model [56].

3.2.4. Data Representation

Feature extraction is the process of transforming text into vectors. There are many
approaches to the vectorization of text data.

• Static word embeddings: Words are represented using short dense vectors in a multi-
dimensional space. This representation is better than traditional techniques, as it
can manifest words with similar meaning [57]. In this work, we utilize AraVec, a
pre-trained word embedding model published in 2017 by Soliman et al. [31]. It
has many variations that were trained on different data sets that compose more
than 3,000,000,000 tokens. The used AraVec model was trained with the skip-gram
algorithm on the Twitter data set, and has a vector size of length 300 [58]. The skip-
gram algorithm was used, as it can grasp the context better than continuous bag of
words (CBOW) as previously demonstrated in the literature [36].
Furthermore, we built a patient experience-specific word embedding considering all
the comments we obtained, which was 968,985 comments. The same data cleaning and
normalization processes described above were followed. Stop words were removed, as
they do not add any meaning to the static embeddings. We utilized an existing list of
Arabic stop words [59] to eliminate them from the texts. According to previous studies,
removing stop words can reduce the size of a corpus by 35–45% while simultaneously
increasing the accuracy and effectiveness of text mining applications, thus reducing
the overall temporal and spatial complexity of the application [60]. We specified the
vector size to be 300, window size 5, and the minimum occurrences of a vocabulary
to be 2. We yielded 160,136 unique vocabularies that we utilized in vectorization for
some models. It is important to mention that the third quartile for the number of
words per comment was 29 for the comments without stop word removal, and 22 for
the comments with stop words removed, which implies that the sequence length of
the static word embeddings that we built was sufficient for the case at hand. Figure 5
shows the projection of similar word clusters based on the word sense.
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Figure 5. Word embedding similarity clusters from PX_Vec.

• Contextual Embeddings: One of the main limitations of static word embeddings is
that words with multiple meanings have a single representation. Contextual embed-
dings solve this problem by capturing the context in which a word appears. Unlabeled
data are used to train such models. BERT is a language-dependent pre-trained model
that applies the concept of contextual embeddings. It is bidirectional, which means
that it captures the context that precedes and follows the represented words [15]. We
utilized four contextual embeddings, including AraBERT [46], which is an Arabic
implementation of BERT that tokenizes the text using the SentencePiece tokenizer
and was trained with 77 GB of the Arabic unlabeled data set; MarBERT [61], which
was trained using 128 GB of text and tokenized using WordPiece; and Qarib [62],
which is a language model trained using 180,000 tweets and tokenized using byte
pair encoding (BPE). All of the above-mentioned models were built using MSA and
DA. Table 9 provides the parameters used for pre-training. Moreover, we utilized the
unannotated data collected by the PX center of the MOH to pre-train a fourth model:
the Arabic PX-specific BERT model (PX_BERT). A total of 968,985 comments written
in MSA and DA were utilized. The BERT BPE tokenizer was used for tokenization of
the comments. This model was trained with masked language modeling (MLM) head
only; we utilized BertForMaskedLM from the transformers Python library, and we
configured the model with the values given in Table 10, where the masking percentage
was set to 15%, without the next-sentence prediction (NSP) head. This is based on
evidence in the literature that no improvement was observed when using NSP in
terms of NLP downstream task performance [22].

Table 9. Training configuration used to pre-train the Arabic BERT models.

Model
Name

Tokenizer Approach Vocabulary
Size

Hidden Size Attention Hidden Layers Batch Size Epochs

AraBERT SentencePiece MLM/NSP 64K 768 12 12 512 27
MARBERT WordPiece MLM 100K 768 12 12 256 36
Qarib BPE MLM - 768 12 12 - -

Table 10. Training configuration used to pre-train the PX_BERT.

Model Name Tokenizer Approach Vocabulary
Size Hidden Size Attention Hidden

Layers Batch Size Epochs

PX_BERT BPE MLM 50K 768 12 6 32 10

Figure 6 depicts how BERT can be fine tuned for a specific task (in our case, text
classification). Our approach to the data representation part is to utilize the pre-trained
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AraBERT, MarBERT, and Qarib to reap the benefits of the context-awareness capability that
they provide in classifying the PX comments. Then, for comparison purposes, we used
static word embeddings to prepare the data for the BiLSTM and BiGRU.

Figure 6. BERT pre-training process, followed by task-specific fine tuning [15].

3.3. Trained Models

In this work, a total of 28 classifiers were trained to classify patient comments. Our
classifiers fall into three categories: BiLSTM-, BiGRU-, and BERT-based models. BiLSTM
and BiGRU are basically upgraded forms of the recurrent neural network (RNN). The RNN
is a feed-forward neural network algorithm that complements deep learning approaches
with sequential awareness. It can be described as an algorithm with memory, due to its
ability in maintain the previous state of a sequence of a fed vector. The nature of NLP
problems requires modeling that has the ability to comprehend a long-term sequence of
information. RNN is recurrent, as it feeds the output of its function to the same function
as an input, which holds the history of all previous states. Despite having a memory,
RNN lacks the ability to maintain information for long-term periods, causing historical
information to be forgotten, which means that it cannot be utilized for prediction. This
problem is called the vanishing gradient.

LSTM and GRU are variations of the RNN that were introduced as solutions to the
vanishing gradient problem. Moreover, the two architectures were further enhanced to
process the input sequence in both forward and backward directions in order to allow the
context to be captured more effectively. BiLSTM and BiGRU demonstrated state-of-the-art
performance in many NLP tasks.

3.3.1. Bidirectional Long Short-Term Memory Network

The BiLSTM is a variant of LSTM that takes into consideration the context of the
upcoming word sequence. This allows it to capture the most information from the sequence
fed into the model. To achieve this, two separate LSTM models are trained, with one of
them fed the data in the normal order, and the other in the reverse order [28]. The addition
of bidirectionality allows the model to capture longer dependencies when compared to the
LSTM [63]. We developed three different variations of the BiLSTM model, with the goal
of investigating the effects of hyperparameter tuning and considering multiple factors for
best performance:

• BiLSTM with AraVec static word embeddings: We utilized AraVec pre-trained static
word embeddings, which requires vectorizing the comments into a compatible format
of length 300. The vectorized comments were then fed into a Bidirectional LSTM
layer through an embedding layer of length 300, using the hyperparameters given in
Table 11. The embedding layer of size 300 provides a higher capacity for representing
words and allows the model to capture more nuances and semantic relationships in the
text. In addition, pre-trained word embeddings such as Word2Vec are often available
in 300-dimensional vectors, and using a similar dimension for our embedding layer
was expected to facilitate comparison and knowledge transfer. The number of units
in the LSTM layer was set to 128, in order to capture more complex patterns and
dependencies, as the used data were complex and rich in sequential information. As
an optimizer, Adam combines the advantages of both the Adagrad and RMSprop
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algorithms. It adapts the learning rate for each parameter, leading to faster conver-
gence and better optimization, making it well-suited to complex models. As the
chosen optimization technique was Adam, the learning rate was set to 0.001. Adam
automatically adjusts the learning rate during training, and starting with a smaller
learning rate (0.001) is generally considered an appropriate choice. Although a lower
learning rate can result in slower convergence, it can also lead to a more stable training
process. In contrast, higher learning rates may speed up convergence but at the risk of
overshooting the optimal solution. A dropout rate of 0.2 is often chosen when training
models, representing a moderate regularization level. The batch size was set to 128 for
faster training and smoother gradients, and the number of units in a dense layer was
set to 25 in order to reduce model complexity, improve training efficiency, and make it
less prone to overfitting.

• BiLSTM with AraVec static word embeddings and hyperparameter tuning: We
aimed to fine tune the hyperparameters to obtain better performance. Many hy-
perparameter combinations were tested, as detailed in Table 12, using the KerasTuner
python library. We implemented 30 grid search trials in order to obtain 30 different
combinations of randomly set hyperparameters. Our goal was to determine the hy-
perparameter combination that leads to the best performance without compromising
the time and computing power. Table 13 gives the hyperparameter values for the best
model found among the 30 models.

• BiLSTM with PX-Vec static word embeddings: PX-Vec word embeddings were built
especially for this experiment in order to vectorize the comments. Then, the vectorized
comments were fed into a Bidirectional LSTM model through an embedding layer,
following the same hyperparameter values mentioned in Table 11, which represent the
best hyperparameter set found by the hyperparameter tuning algorithm. Additionally,
we carried out cross validation to check the reliability of our model, especially as we
used an imbalanced data set.

Table 11. The BiLSTM structure and hyperparameter setup model.

Hyperparameter Value

Embedding layer 300
Bidirectional LSTM (activation = linear) 128

Dropout 0.2
Bidirectional LSTM (activation = linear) 128

Dropout 0.2
Dense (activation = sigmoid) 25

Optimizer Adam
Loss Binary Cross-entropy

Learning Rate 0.001
Epochs 10

Batch Size 128

Table 12. Hyperparameter values for the BiLSTM model experiments.

Hyperparameter Set of Values

Number of Bidirectional LSTM layers 2, 3, 4, 5, 6, 7, 8
Number of units 8, 16, 32, 64, 128

Activation function ReLU,tanh,sigmoid,
Recurrent dropout 0.4

Optimizer Adam, SGD, RMSprop
Dropout 0.2

Loss Binary Cross-entropy
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Table 13. The structure of the best BiLSTM model found through hyperparameter tuning.

Hyperparameter Set of Values

Embedding layer 300
Bidirectional LSTM (activation = tanh) 32
Bidirectional LSTM (activation = tanh) 32
Bidirectional LSTM (activation = tanh) 32

Bidirectional LSTM (activation = linear) 128
Dropout 0.2

Dense (activation = sigmoid) 25
Optimizer RMSprop

Recurrent dropout for LSTM 0.4
Loss Binary Cross-entropy

Learning Rate 0.001
Epochs 10

Batch Size 128

3.3.2. Bidirectional Gated Recurrent Unit

The BiGRU is a variant of the GRU architecture, which is commonly used in NLP
tasks, such as text classification and sequence labeling. It consists of two GRU layers, one
processing the input sequence forward and the other processing it backward, allowing
the network to capture context from both directions. The outputs from both layers are
concatenated and fed into a dense layer for the final prediction. Using this deep learning
architecture, we developed three different models with the intention of enhancing the
performance.

• BiGRU with AraVec static word embeddings: Following the same procedure used
to build the BiLSTM model, AraVec pre-trained static word embeddings were used
to vectorize the comments, which were then fed into a BiGRU model through an
embedding layer, using the preset hyperparameter values listed in Table 14.

• BiGRU with AraVec static word embeddings and hyperparameter tuning: To ob-
tain the hyperparameter combination that results in the best performance, we ex-
perimented with 30 random combinations of the BiGRU hyperparameters listed in
Table 15. Table 16 provides the hyperparameter values for the best model found
among the 30 trials in this experiment.

• BiGRU with PX-Vec static word embeddings: PX-Vec embeddings were used to
represent the comments, then fed into a BiGRU model through an embedding layer.
The hyperparameter values mentioned in Table 14 were used. Additionally, cross
validation was applied in order to examine the reliability of our model.

Table 14. The BiGRU model structure and hyperparameter setup.

Hyperparameter Value

Embedding layer 300
Bidirectional GRU (activation = linear) 128

Dropout 0.2
Bidirectional GRU (activation = linear) 25

Dropout 0.2
Dense (activation = sigmoid) 25
Recurrent dropout of GRU 0

Optimizer Adam
Loss Binary cross-entropy

Learning Rate 0.001
Epochs 10

Batch Size 128
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Table 15. Hyperparameter values for the BiGRU model experiments.

Hyperparameter Set of Values

Number of Bidirectional GRU layers 2, 3, 4, 5, 6, 7, 8
Number of units 8, 16, 32, 64, 128

Activation function ReLU, tanh, sigmoid,
Recurrent dropout 0.4

Optimizer Adam, SGD, RMSprop
Dropout 0.2

Loss Binary Cross-entropy

Table 16. The structure of the best BiGRU model found through hyperparameter tuning.

Hyperparameter Set of Values

Embedding layer 300
Bidirectional GRU (activation = tanh) 32

Dropout 0.2
Bidirectional GRU (activation = tanh) 32

Dropout 0.2
Bidirectional GRU (activation = linear) 64

Dropout 0.2
Dense (activation = sigmoid) 64

Recurrent dropout for all GRU 0.4
Optimizer Adam

Loss Binary Cross-entropy
Learning Rate 0.001

Epochs 10
Batch Size 128

3.3.3. BERT-Based Model

BERT is a contextual language representation model. It consists of the encoder part
from the transformer architecture. The BERT implementation relies on two steps: the first
is pre-training, which is the process of training the model on an unlabeled data set to grasp
the context of the texts. The second part is fine tuning, which is the process of training the
model with labeled data for a specific task [15]—in our case, PX multi-label classification.

To capture language patterns, BERT must be pre-trained on a huge data set of the
same language as the labeled data set that will be used to fine tune the model for a specific
task. We utilized AraBERT [46], MarBERT [61], and Qarib [62], which are BERT models pre-
trained on huge data sets of the Arabic language with both MSA and DA text. This signifies
the ability of these contextual models to deal with Arabic text written in both forms. We
fine-tuned these models on our pre-processed data sets to investigate the impact of using
BERT-based models on the performance measures. Figure 7 depicts the fine-tuning process.

• Fine-tuned AraBERT: We fine tuned the AraBERTv02 base model using 80% of the
training data and the parameters listed in Table 17. We utilized the AraBERT tokenizer
to transform the data into an appropriate format for the fine-tuning process.

• Fine-tuned MarBERT: We fine tuned the MarBERT pre-trained model using the pa-
rameters listed in Table 17.

• Fine-tuned Qarib: We fine tuned the pre-trained Qarib model for the task of multi-
label text classification using the parameters listed in Table 17.

• Fine-tuned PX-BERT: We built a customized PX_BERT model by pre-training a BERT
model using the PX unlabeled data set provided by the PX center at MOH (PX_BERT
pretraining process described in Section 3.2.4). The pre-trained model was then fine tuned
using BertForSequenceClassification from the transformers Python library, with the
problem type set to multi-label classification, and the remaining parameters were set
as detailed in Table 17.
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Figure 7. Fine tuning a pre-trained BERT model.

Table 17. Parameters used to fine tune pre-trained BERT models.

Model Name Version Batches Epochs Learning
Rate

Sequence
Length

AraBERT bert-base-arabertv02 8 5 0.00002 512
MARBERT MarBERTv2 8 5 0.00002 512
Qarib bert-base-qarib 8 5 0.00002 512
PX_BERT PX-BERT 16 5 0.00002 512

4. Experimental Results

In this section, we describe the experimental setup, the measures used to evaluate the
performance of the developed models, and the obtained results. Subsequently, we discuss
our findings.

4.1. Experimental Settings

The developed classifiers were implemented using open-source machine learning
libraries, including Keras [64], Tensorflow [65], and Python supplementary libraries. Ex-
periments were carried out on Google Colab Pro Plus, using premium GPU. To simulate a
real-life scenario and ensure more robust estimation of the reported results for models and
their classification performance, we performed our experiments as follows. We split the data
set into a training set (80%) and a testing set (20%). For each classifier, we used the training
set to train and build the model. Then, the testing data were used to evaluate the classifi-
cation performance of the proposed model, in terms of precision, recall, and F1 score. By
designing our experiment this way, we ensured that the data set used to validate each model
represented new and unseen PX comments. In addition, an external data set of 20 annotated
PX comments was requested from the MOH, which we utilized to create predictions using
PX BERT, in order to compare the predicted labels against the actual labels. The source code
for all of the models is available at https://github.com/NajlaKSA/PX_Classification_2023/
accessed on 1 August 2023.

https://github.com/NajlaKSA/PX_Classification_2023/
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4.2. Performance Measures

We used four measures to evaluate the classification performance of the 28 multi-label
classifiers built in this study: accuracy, precision, recall, and F1 score.

• Accuracy measures the percentage of correctly classified observations out of the total
number of observations, using the following formula:

Accuracy =
TN + TP

(TP + FN + FP + TN).

• Precision measures the percentage of the correctly classified observations as positives
out of the total classified positive observations, using the following formula:

Precision (P) =
TP

(TP + FP).

• Recall measures the percentage of observations classified correctly as positive, out of
the total actual positive observations using the following formula:

Recall (R) =
TP

(TP + FN).

• F1 Score is the arithmetic mean over the harmonic mean of precision and recall
calculated using the following formula:

F1 score =
1
n ∑

x
F1x =

1
n ∑

x

2PxRx

Px + Rx
.

Although we report the four described measures, the F1 score is more relevant to the
characteristics of our data set, as it combines both precision and recall.

4.3. Results

We trained 28 classifiers composed of BiLSTM, BiGRU, fine-tuned BERT-based clas-
sifiers, and the pre-trained and fine-tuned PX BERT model, in order to classify the PX
comments. We present the results of the classifiers depending on the data set used for
training in the following.

4.3.1. Negative-Only Data Set (13K)

For the 13K data set (negative-only comments), we trained twelve classification models
and reported their classification performance in terms of accuracy, precision, recall, and
F1 score as shown in Table 18. The results indicate that all models had relatively low
performance, in terms of classification accuracy, ranging between 33.25% for the BiLSTM
with PX_Vec embeddings and 10-fold cross validation to 60.24% for the AraBERTv02 model.

In terms of classification precision, the results indicated that BERT-based models
excelled over DL models. The results showed that AraBERTv02 outperformed all other
models, achieving a classification precision of 81.22%, followed by MARBERT, then Qarib,
and finally the PX_BERT model. DL models yielded lower classification performance, in
terms of precision, ranging from 40% for the BiGRU with PX_Vec embeddings and 10-fold
cross-validation to 12% for the tuned BiGRU with AraVec embeddings.

In terms of recall, all models achieved low classification performance, ranging between
32.54% for the PX_BERT model and 10% for the tuned-BiGRU with AraVec embeddings.

Finally, in terms of the F1 score, the classification performance of the BERT-based
models was significantly better than that of the DL models, with a difference of roughly
8%. The PX_BERT model outperformed all other models, with a F1 score of 43.06%, while
the tuned-BiGRU with AraVec embeddings yielded the lowest performance, with 10.91%.
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Table 18. The performance of models using the negative-only (13K) data set.

Model Accuracy Macro F1 Score Macro
Precision Macro Recall

BiLSTM + AraVec 54.00% 18.49% 19.00% 18.00%
Tuned BiLSTM + AraVec 53.34% 19.00% 19.00% 19.00%
BiGRU + AraVec 47.57% 25.25% 28.00% 23.00%
Tuned BiGRU + AraVec 55.44% 10.91% 12.00% 10.00%
BiLSTM_PX_Vec 54.66% 14.07% 17.00% 12.00%
BiLSTM_PX_Vec (10 folds) 33.25% 15.77% 23.00% 12.00%
BiGRU_PX_Vec 47.84% 27.27% 30.00% 25.00%
BiGRU_PX_Vec (10 folds) 34.78% 30.00% 40.00% 24.00%
AraBERTv02 60.24% 38.83% 81.22% 25.51%
MarBERTv2 56.92% 42.41% 80.51% 28.79%
Qarib 57.60% 41.55% 71.77% 29.24%
PX_BERT 55.14% 43.06% 63.61% 32.54%

4.3.2. All-Sentiment Data Set (19K)

The 19K data set contains all comments regardless of their sentiment. It was used
to train all the models, except for the hyperparameter tuned versions for the BiLSTM
and BiGRU, due to their immense computational requirements. Table 19 describes the
performance of the models using this data set. The accuracy of these models ranged
between 53% and 67.97%. Notably, among the DL models, the 10-fold cross-validation
versions of BiLSTM and BiGRU yielded lower results, when compared to the models
without cross validation (with an approximate decrease of 8% in accuracy). In terms of
precision, the obtained values ranged between 38% and 80.62%. It can be seen that all
of the fine-tuned BERT-based models achieved better scores, when compared to the DL
models. The highest precision value of 80.62% was obtained by MARBERT, followed by
PX_BERT and the rest of the fine-tuned BERT-based models. The worst-performing models,
in terms of precision, were the DL models, where the lowest precision was obtained by
the BiLSTM with PX_Vec embeddings (38%). For the recall, the values ranged between
20% and 37.26%. The best-performing model was Qarib, and the worst was BiLSTM with
PX_Vec embeddings. For the F1 score, the values ranged between 26.21% and 47.10%.
AraBERT obtained the best F1 score value, while the worst was achieved by BiLSTM with
PX_Vec embeddings. In general, the fine-tuned BERT-based models performed better than
DL models within this data set.

Table 19. The performance of models using the all-sentiment (19K) data set.

Model Accuracy Macro F1 Score Macro
Precision Macro Recall

BiLSTM_PX_Vec 61.26% 26.21% 38.00% 20.00%
BiLSTM_PX_Vec (10 folds) 53.00% 32.69% 44.00% 26.00%
BiGRU_PX_Vec 62.00% 34.64% 43.00% 29.00%
BiGRU_PX_Vec (10 folds) 54.00% 42.88% 53.00% 36.00%
AraBERTv02 57.95% 47.10% 64.12% 37.22%
MarBERTv2 57.21% 42.68% 80.62% 29.02%
Qarib 67.97% 47.00% 63.65% 37.26%
PX_BERT 55.84% 43.07% 67.45% 31.63%

4.3.3. All Sentiment Data Set (19K with 20 Classes)

In this experiment, we investigated whether reduction in the number of classes would
have an effect on the performance of the models. For this purpose, the classes that had
fewer than 300 entries were combined into one class, which we labeled as other. The
combined classes were Consent, Finance_Billing, Referrals, Confidentiality, Diagnosis, and
Patient_Disposition. This resulted in 860 entries in the class other. The performance of
the models when trained using this data set is detailed in Table 20. As can be seen from
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the results, the accuracy values for all the models ranged between 40.26% and 60.02%,
where the fine-tuned BERT-based models appeared to perform better than the DL models
in general. Additionally, the BiLSTM and BiGRU with PX_Vec embeddings were better
than the cross-validation versions, exceeding them by at least 12%. In terms of precision,
the values ranged between 42% and 66%, with the best being AraBERT and the worst
being BiLSTM with PX_Vec embeddings. The BERT-based models mainly performed
better than the DL models, where the 10-fold cross-validation versions of the DL model
performed roughly 10% better than those without cross validation. However, in terms
of recall, the values ranged between 26% and 42%, and the best-performing model is the
BiGRU with PX_Vec embeddings with 10-fold cross validation, while the worst is the
BiLSTM with PX_Vec embeddings. In terms of F1 score, the scores ranged between 32.12%
and 48.7%, the best being AraBERT and the worst being BiLSTM with PX_Vec embeddings.
Generally speaking, the performance of all models was improved, when compared to their
performance for the 19K data set.

Table 20. The performance of models using the all sentiment (19K, 20 classes) data set.

Model Accuracy Macro F1 Score Macro
Precision Macro Recall

BiLSTM_PX_Vec 54.93% 32.12% 42.00% 26.00%
BiLSTM_PX_Vec (10 folds) 40.71% 42.16% 53.00% 35.00%
BiGRU_PX_Vec 52.67% 40.20% 44.00% 37.00%
BiGRU_PX_Vec (10 folds) 40.26% 47.25% 54.00% 42.00%
AraBERTv02 60.02% 48.70% 66.00% 38.59%
MarBERTv2 57.89% 42.35% 64.33% 31.56%
Qarib 59.10% 46.51% 59.10% 38.34%
PX_BERT 55.74% 45.50% 55.64% 38.49%

4.3.4. Average Results Based on the Various Data Sets

Various data sets were constructed in order to examine the effects of size and number
of labels on the performance of the classifiers. For the 13K data set, the averages of all
performance measures were lower than those of the other data sets as shown in Table 21.
The best-performing model was PX_BERT, in terms of F1 score. For 19K with 25 classes
and 19K with 20 classes, the accuracy and precision in the former were slightly higher than
in the latter, while the F1 score and recall were higher in the latter. In terms of F1 score,
the performance in the 19K data set with 20 classes was better than the 19K data set with
25 classes (by approximately 3%). The F1 score balances precision and recall by calculating
their mean, and is a key indicator for the quality of the classification. From our results,
we can assume that the increase in data volume and reduction in the number of classes
contributed to increasing the F1 score value for all of the models.

Table 21. The averages for all models based on each data set.

Measure Negative (13K),
25 Classes

All-Sentiments
(19K), 25 Classes

All-Sentiments
(19K), 20 Classes

Accuracy 50.9% 58.65% 52.67%
Macro F1 Score 27.22% 39.53% 43.10%

Precision 40.43% 56.73% 54.76%
Recall 21.59% 30.77% 35.87%

4.3.5. Computational Time

In addition to evaluating the performance in terms of correct patient comment clas-
sification, we measured the computational time aspect of our trained classifiers. The
computational complexities of our models on the 13K data set are shown in Table 22. The
BiGRU + AraVe model took the least time to train. As expected, with hyperparameter
tuning, the training time increased for all models.
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Table 22. Computational time (in minutes).

Model Training Time

BiLSTM + AraVec 48
Tuned BiLSTM + AraVec 1676

BiGRU + AraVec 28
Tuned BiGRU + AraVec 1565

AraBertv02 1102
AraBertv02 (tuned) 1891

5. Discussion

This study involved building 28 classification models to categorize Arabic PX com-
ments, which is a multi-label classification problem. In particular, the classifiers must
predict the sub-category or -categories to which each comment may belong. Many attempts
to address the text classification problem in various domains (e.g., news, social media,
healthcare, and legal) and in different languages (e.g., English, Dutch, Russian, and Ara-
bic) have been detailed in the literature. Some works covered the classification of single
labels—either for binary or multi-class classification—while others covered multi-label
classification. The problem addressed in this paper is a multi-label classification problem
for Arabic PX comments. We highlight these traits to use them as criteria for comparison.

Looking at the multi-label classification research summarized in Table 3, we can see
that the majority covered classifying news—which, in nature, tends to be structured text
without spelling mistakes—while others covered social media text with a balanced data set,
and revealed acceptable scores. At the same time, the most relevant research that covered
an imbalanced medical consultation data set revealed comparable performance to our
models in terms of F1 score (achieving 35.46%) [50]. We assume that the characteristics of
the used data set play a critical role in the quality of the developed classifiers.

Patient comments provide insightful information about patient experience. Such
information is rich, compared to the numerical evaluations in patient satisfaction surveys.
In our data set, it was observed that the majority of patient comments are related to the
quality of care and the healthcare environment. Therefore, it is of vital importance to
develop models that can further classify comments up to the fourth level of the Saudi
Healthcare Complaints Taxonomy. This is necessary in order to precisely identify patient
concerns and address them in an effective and timely manner.

We noticed the lack of PX-related research, especially for the Arabic language. Our
work is, to the best of our knowledge, the first to study the problem of classifying Arabic
PX comments. The challenges in this field can be attributed to the variability of comment
classes, which motivated the MOH to create the Saudi Healthcare Complaint Taxonomy
that categorizes comments into 158 classifications under 25 sub-categories. We scoped
the problem by classifying comments into these 25 subcategories, which is still a large
number compared to that in the reviewed literature, regardless of the variation in do-
mains [23,32,38,39,45,47].

For all data sets, we did not observe any model that had a recall score higher than its
precision. This indicates that our models were conservative in their predictions and tended
to only predict a positive result when they were confident that they were correct. Among
the models trained in this study, it was observed that the fine-tuned BERT-based models
performed better than the DL-based models. As for our pre-trained PX_BERT model, the
data used for training were relatively small, when compared to other Arabic pre-trained
BERT models [46,61,62]. The obtained results demonstrate that increasing the size of the
data set used when building language models, such as BERT, can contribute to boosting
the performance of the model. This is consistent with evidence presented in the existing
literature [46].

Although the data set used for pre-training PX_BERT was small, it can be seen that this
model achieved good results on all of the tested data sets. This encourages us to consider
reconstructing this model after more data have been obtained. We hypothesize that, for this
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particular problem, a domain-specific BERT model may obtain better results, compared
to general-purpose BERT models, when created with hundreds of millions of data. There
is evidence in the literature that supports the idea that domain-specific BERT models can
outperform general-domain BERT models [66].

The data set used in our study exhibited class imbalance, meaning that some classes
had significantly fewer examples than others. Handling class imbalance in binary classifica-
tion has been widely studied [67], and one of the most widely used approaches is SMOTE
(synthetic minority oversampling technique). However, handling class imbalance in the
multi-label classification context is more challenging and is a less-investigated problem.
For a multi-label data set, the minority inputs can have multiple labels that might fall into
the minority class as well as the majority class, which makes the over-sampling techniques
not feasible as is. According to [22], problem transformation and algorithm adaptation
are not effective in handling the data set imbalance problem. In addition, empirical eval-
uation of re-sampling approaches on six imbalanced multi-label data sets suggested that
little improvement can be achieved using the current methods. As a result, addressing
class imbalance remains an important challenge in the field of machine learning, and we
acknowledge its impact on the results of our study. It is also important to note that this
data set was collected during the COVID-19 pandemic, which may have resulted in some
patterns that are anomalous with respect to normal conditions and may explain why the
majority of comments were labeled with the ‘Environment’ sub-category, referencing the
‘poor cleanliness/sanitization’ classification in the SHCT.

Although stop word removal is considered a standard NLP pre-processing step,
research on the impact of this step is scarce, particularly the effect of stop word removal
on multi-label text classification. A study using English and Portuguese text has shown
that there is no significant behavior difference for machine learning algorithms with and
without stop word removal [68]. Of course, more studies are required, especially regarding
the Arabic language.

As for learning word embeddings, misspelled words and sentences with incorrect
grammar in patient comments are treated the same as correct inputs. This limitation has
been investigated with regard to the English language [69]; however, more research is
required to address this limitation for Arabic grammar.

Other limitations of this work are related to the used data set. First, the sentiment of the
comments was not considered. Although this information was provided in the original data
set, further validation was required, as the sentiment data were automatically generated.
Additionally, the size of the data set should be increased to improve the generalization
ability of the model. An important research direction in this context is related to the
quantification of the uncertainty of large language models; in particular, in the case of
high-risk applications, such models need to avoid frequently overestimating their accuracy
when making incorrect predictions.

6. Conclusions

Patient experience is a relatively new concept, which emerged in 2014. Measuring
patient experience is crucial for ensuring patient-centered care. It provides valuable in-
sights into the quality of care and enables healthcare organizations to identify areas for
improvement. Additionally, it can enhance patient satisfaction and engagement, ultimately
leading to better health outcomes.

In this study, several DL and BERT-based models were built to classify PX comments
written in Arabic. Our experimental results indicated that AraBERTv02 had the best
performance when tested on a data set size of 19,000. We also found that the PX_BERT
model performed the best on the 13K negative-only data set and was among the best-
performing on the other data sets, with a small margin. These results demonstrate that the
domain-specific BERT models are promising and, whenever the data are sufficient, may
surpass general-purpose BERT models.
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The data set used in this study was collected during the COVID-19 pandemic, which
may have resulted in some patterns that deviate from typical circumstances. We also
acknowledge that the data set has other limitations, particularly relating to the sentiment
of the comments not being explicitly taken into account. Additionally, to enhance the
generalization ability of the constructed model, the size of the data set must be increased,
and the class imbalance issue must be appropriately dealt with.

As a potential avenue for future studies, investigating the effect of varying token
size on the accuracy and results, as well as on the time complexity of the trained models,
would be worthwhile. In addition, the use of other language models, such as XLNet,
could be studied, which may achieve improved performance in this context. Further
hyperparameter tuning could be implemented for the BiLSTM and BiGRU models by
performing grid search instead of random search to exhaust all possible hyperparameter
combinations. Another approach that could be experimented with is the use of ensemble
methods, which could improve the accuracy of the model by combining the predictions
obtained by multiple models. These directions for future study have the potential to further
improve the performance of the model, thus enhancing its practical utility.
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