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Abstract: An essential part of a city’s transportation infrastructure, taxis allow for regular encounters
between drivers and customers. Nevertheless, there are issues with efficiency since there is an
imbalance in the supply and demand for taxis. This study describes the creation of a platform
that serves both customers and taxi drivers by offering immediate forecasts of demand and fare.
Root mean squared error (RMSE) of 3.31 and a negative log-likelihood of −3.84 , the long short-
term memory recurrent neural network (LSTM-RNN) with the mixture density network (MDN)
is employed to forecast taxi demand. The best RMSE of 3.24 is obtained for fare prediction via an
ensemble learning model that integrates linear regression (LR), ridge regression (RR), and multilayer
perceptron (MLP). To ensure peak performance, the models are systematically created, implemented,
trained, and improved. By integrating these models into a web application interface, the taxi service
system offers a better overall user experience, which improves urban mobility.

Keywords: taxi demand; taxi fare; LSTM-MDN; ensemble learning; intelligent transportation

1. Introduction

Taxi service systems within large cities exhibit complexity due to the intricate interplay
and self-organization between taxi drivers and passengers. Two significant inefficiencies in
this complex system stand out: excessive numbers of vacant trips and prolonged passenger
wait times [1]. These challenges primarily arise from an imbalance between supply and
demand, which could be mitigated through the establishment of a reliable mechanism for
forecasting taxi demand. Central to this challenge is the fare structure. It directly influences
the economic viability of taxi trips with varying distances and destinations [2]. In densely
populated areas, there is often an oversupply of taxis, while remote areas suffer from
insufficient availability [3]. Employing real-time point-to-point taxi pricing data alongside
route information enhances the accuracy of demand prediction models, offering valuable
insights into taxi demand [4]. Likewise, by providing fare projections, it is possible to create
a closer approximation of pricing between taxis and third-party service providers, thereby
reducing wait times and increasing overall efficiency.

Giving taxi drivers access to a predicted taxi demand system is the main way to handle
this issue [5]. By forecasting future taxi demand and proactively positioning their vehicles
in various places in advance, they can balance operational efficiency and profitability [6].
Urban traffic forecasting poses unique geographical and temporal challenges due to the
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intricate interplay between these variables. The characteristics of nodes (locations) and
edges (relationship between locations) subtly influence these correlations [7]. Traditional
approaches fall short when relying solely on basic Global Positioning System (GPS) coordi-
nates to describe location information [8]. Leveraging a fusion of deep learning models
with varying levels of complexity and adaptiveness shows promise based on available
data characteristics [9–12]. However, certain factors, such as time of day, day of the week,
weather conditions, and special events, introduce regularities and patterns in taxi demand,
making the widely used classic models, such as autoregressive integrated moving average
(ARIMA) model, less accurate [13,14]. A more convincing model comes in the form of an
MDN and recurrent neural network (RNN) fusion instead of offering a broad city-wide
average. In this setting, the RNN model predicts temporal demand fluctuations, whereas
the MDN model prognosticates pickup and dropoff demand distribution in each area [15].

Significantly improving the accuracy of traditional taxi fare models, such as the
conventional LR model, holds substantial potential [16]. Taxi fares depend on various
factors beyond distance, including drop charges and duration charges. While duration
costs can be predicted, drop charges remain constant. Yang et al. (2005) found that variable
taxi fares linearly increase with trip length due to traffic [17]. However, the accuracy of the
non-linear results is still unknown in spite of this [18]. In order to learn non-linear patterns,
researchers have investigated ensemble models for improved precision, including stacking
classifiers and utilizing location-based social networks [19,20]. Among these, the ensemble
model with a voting mechanism emerges as a particularly compelling approach [15].

This project aims to build a complete system that uses deep learning methods and
historical taxi trip data to forecast demand trends and taxi fare estimates for the benefit of
both passengers and taxi drivers. Accompanying this system is a user-friendly web applica-
tion bridging the gap between theoretical research and practical execution. Visualizations,
such as heatmaps and route maps, are anticipated to aid end users in comprehending
the prediction results [21]. The platform also enables in-depth data analysis for research
purposes, potentially facilitating future comparisons of fare structures among different taxi
service providers.

This work centers on two primary objectives: prediction and visualization. The key
contributions can be summarized as follows:

1. Development of a hybrid model intertwining LSTM-RNN with MDN to predict high-
demand zones for customers across various time intervals, thereby optimizing taxi
drivers’ efficiency and income potential.

2. Creation of an ensemble model amalgamating LR, RR, and MLP to estimate taxi fares
for point-to-point trips, while also identifying the nearest taxi pickup locations.

3. Establishment of a user-friendly interface facilitating seamless interaction between
end users and the platform, enabling clear and effective visualization of the pre-
dicted outcomes.

The subsequent sections of this paper are structured as follows: in Section 2, the method-
ology employed in this study is expounded upon, encompassing aspects such as dataset
utilization, preprocessing techniques, fare and demand modeling, as well as the devel-
opment of the web application. The outcomes of the proposed approach are showcased
in Section 3, unveiling the empirical results. Lastly, Section 4 serves as a comprehensive
wrap-up, encapsulating the core findings of this paper and offering concluding insights.

2. Methodology
2.1. Dataset

The primary data source used in this study is taxi data from New York City (NYC),
and it includes precisely vetted trip parameters such as pickup and dropoff locations,
location IDs, fares, and speeds. This dataset, which focuses on the period from June to
August 2018, takes up an enormous 5.31 GB of storage [22]. Comprising 14 distinct data
elements and housing over 1.5 million rows of records, these three months encapsulate
a wealth of information. It is worth noting that the location ID attribute assigns positive
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integers from 1 to 258 to represent zones defined by encrypted GPS coordinates. To facilitate
the processing of location IDs, we leverage the TLC-sourced taxi zone shape file as a
crucial reference.

In Figure 1a, we showcase the relationship between trip distance and taxi fare for
a specific month (June 2018) within the dataset. This analysis reveals a consistent linear
trend, with occasional anomalies like the fixed fare of approximately USD 52 for trips to
JFK airport. This consistency justifies the development of a foundational model based on
LR. The use of a heatmap to visualize feature correlations, as seen in Figure 1b, underscores
the strong connections between fare, time, and distance while also highlighting intricate
relationships between other dataset elements. However, integrating these models into the
front-end and back-end of the web application necessitates consideration of functional
characteristics accessible from the front-end, which may lead to a reduction in the initial set
of 14 features.

(a)

Trip distance [km]

Fa
re

 [U
SD

]

(b)

Figure 1. Dataset at a glance: (a) Illustrates a linear trend analysis encompassing trip distance
and fare within a range of 30 miles/USD 80 and a statistical ordinary least squares (OLS) LR
model. (b) Offers a heatmap visualizing the relationships among dataset features, showcasing
their correlational dynamics.

2.2. Demand Prediction Model

Numerous studies have investigated the complex patterns and influencing elements of
NYC’s fluctuating taxi demand. Contrary to a random process, the prevailing consensus in
the academic literature suggests that taxi demand exhibits a complex yet often predictable
interplay driven by temporal factors. Spatial resolution analyses [23] reinforce this view-
point. To address this complexity, researchers have created a model arsenal that includes
conventional techniques: historical average, ARIMA, LR, RR, MLP, and XGBoost. Convo-
lutional neural networks (CNNs) together with a long short-term memory (LSTM) model
have even been used in recent advancements to solve image-based problems and improve
prediction accuracy [24–26]. Furthermore, the adoption of large deep learning models like
transformers or BERT has ushered in a new era of data-driven precision in understanding
and predicting urban mobility patterns [27,28]. Despite the challenges, significant strides
have been made in developing accurate models for forecasting taxi demand.

Contemporary models perform noticeably worse than middle-level deep models (such
as LSTM/CNN or ensemble learning). In comparison, the large deep models, including
transformers, BERT, and text-based models, are computationally expensive for applications
predicting commercial taxi demand. This work applies hybrid and ensemble learning
techniques to balance the computational cost in a real-time application. To circumvent the
time-independent nature of conventional neural networks, we leverage the LSTM-RNN
model, known for its ability to maintain contextual states across sequential inputs [29].
Unlike fixed-frequency time-series data, such as stock prices, the domain of travel demand
presents a continuously fluctuating probability distribution over time. To effectively address
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this inherent variability, we employ a downsampling preprocessing strategy, transforming
the data into fixed-interval pickups, specifically on an hourly basis. This approach facilitates
the many-to-one time-series prediction. In particular, we utilize a default input length of
10 records for the LSTM-RNN forecasting model, corresponding to a temporal range of
10 h. Figure 2 illustrates the architecture of the LSTM network employed for forecasting
the number of pickups in each zone (i.e., location ID).

Figure 2. The LSTM-RNN layout with the tanh activation function on each RNN layer and the
softmax output layer.

To address the limitations of a standalone LSTM-RNN model, we propose an inno-
vative approach that integrates a multilayer perceptron with mixture density network
(MLP-MDN) model. Traditional time-series neural networks often yield results that align
closely with dataset means. However, forecasting taxi demand requires a deeper under-
standing of location distributions, which presents challenges due to excluded areas and a
lack of distance correlation. Relying solely on LSTM-RNN output undermines meaningful
visualization. The MLP-MDN model is designed to overcome these data limitations. It
leverages the neural network’s output layer (MDN), to shape distributions using carefully
selected Gaussian weights. The output of the MDN layer combines different Gaussian dis-
tributions, each characterized by a unique mean and standard deviation. This MLP-MDN
model accurately addresses the complexities of predicting taxi demand by predicting a
wide range of outputs from given inputs.

The effectiveness of the MDN lies in its ability to construct a probability distribution
function (PDF) for each input. This PDF, emerges as a weighted summation of discrete
Gaussian probability distributions by using Equation (1). The distribution parameters are
derived from the neural network’s LSTM output. The sum of Π(x) is confined to 1, guaran-
teeing a PDF sum of 1. Equation (2) defines the softmax formula for Πk. The objective is to
minimize the loss, as stated in Equation (3). By accurately representing distributional nu-
ances, our combined model outperforms conventional LSTM-RNN models, revolutionizing
the field of taxi demand prediction.

P(Y = y|X = x) =
K−1

∑
k=0

Πk(x)Φ(y, µk(x), σk(x)),
K−1

∑
k=0

Πk(x) = 1 (1)

So f tMax(Πk) =
eΠk

∑n
k=1 eΠk

(2)
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Et = − ln

{
M

∑
k=1

Πk(x)gk(yt|x)
}

(3)

As shown in Figure 3a, the final model is a combination of the two networks described
earlier. The model initially extracts essential information from the historical records to
forecast temporal data at time t. Before entering the LSTM-RNN, this input undergoes a
resampling processing layer. Subsequently, the model produces projected demand values
for each location ID in the upcoming period. The MLP-MDN model simultaneously creates
a probability distribution representing demand across the map at the specified time. This
two-pronged approach not only aids in forecasting demand beyond predetermined zones
but also equips the front-end with the capability for two-dimensional visualization.

2.3. Fare Prediction Model

The key is building a model that can capture linear and non-linear patterns in taxi fare
prediction. To achieve this, we employ ensemble learning to enhance forecast precision
while minimizing the risk of making suboptimal decisions. This approach seamlessly
transitions from complex deep models to more simplified alternatives, striking a balance
between accuracy and efficiency, often outperforming individual algorithms. In our ensem-
ble model, we combine three machine learning (ML) models, LR, RR, and MLP, with each
assigned varying weights to account for linear and non-linear fare prediction characteristics.
The resulting ensemble model is designed to provide a robust and versatile approach to
fare prediction. Figure 3b depicts the model’s condensed architecture. The symbols Wl, Wr,
and Wm in the final model ensemble stand for weights. For each model in the combination,
testing weights in the range of 0.05 to 0.95 in 0.05 increment steps is required. The mean
squared error (MSE) is calculated, and the best combination with the lowest MSE for the
forecast is chosen.

NYC Taxi Dataset

Preprocessed | Feature choosing(Datetime, duration, distance...6 features)

Preprocessed NYC Taxi Dataset

Linear Regression model Ridge Regression model MLP Regression model

GridSearchCV | Scoring: RMSE

5-Fold cross validation

Best Linear Regression model
Best Coefficients l
E.g. normalize=True,
fit_intercept=True

Best Ridge Regression model
Best Coefficients r
E.g. alpha=0.2,
fit_intercept=True
Normalize=False

predicted_fare l predicted_farer

…

…

i=6

j=30

k=1

Input
layer

Hidden
layer

Output
layer

Best MLPmodel
Best Coefficients m

E.g. Max_iter=100, hidden_layer_sizes=30,

predicted_farem

input l input r input m

output e
�

Ensemble model
*wl, wr and wm are based on
testing MSEs for all weights
with an interval of 0.05.

wl wr wm

RMSE calculating
predicted_fare e

RMSEe
fare_amount

(a)

(b)

Figure 3. Cont.
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NYC Taxi Dataset
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Preprocessed NYC Taxi Dataset

Linear Regression model Ridge Regression model MLP Regression model

GridSearchCV | Scoring: RMSE

5-Fold cross validation

Best Linear Regression model
Best Coefficients l
E.g. normalize=True,
fit_intercept=True

Best Ridge Regression model
Best Coefficients r
E.g. alpha=0.2,
fit_intercept=True
Normalize=False

predicted_fare l predicted_farer

…

…

i=6

j=30

k=1

Input
layer

Hidden
layer

Output
layer

Best MLPmodel
Best Coefficients m

E.g. Max_iter=100, hidden_layer_sizes=30,

predicted_farem

input l input r input m

output e
�

Ensemble model
*wl, wr and wm are based on
testing MSEs for all weights
with an interval of 0.05.

wl wr wm

RMSE calculating
predicted_fare e

RMSEe
fare_amount

(a)

(b)

Wl, Wr and Wm are based on

Figure 3. The ML model architecture. (a) Optimal hybrid model architecture for demand prediction:
combining LSTM-RNN and MLP-MDN models. (b) Optimal ensemble model architecture for fare
prediction: combining LR, RR, and MLP models.

2.4. Web Application

To facilitate efficient city transportation and ensure positive user experiences, it is
essential to bridge the gap between users and ML. Full-stack applications, however, require
highly complex software development and deployment processes. We provide a com-
prehensive, standalone or cloud-based solution that simplifies the development, testing,
and deployment processes. Figure 4a shows the application’s front-end and back-end com-
ponents. This approach integrates the data flow from data to ML models to the front-end
by utilizing Django, which is a suitable back-end framework with Python as the funda-
mental language for ML [30]. Django’s extensive community support surpasses that of
alternative Python-based frameworks like Flask [31]. The front-end uses a website-like
design, as seen in Figure 4a. The user interface makes important tasks including feature
selection, timesteps, location selection, and forecasts easier. Visualizing historical data and
ML model results is achieved using Google Maps [32], Apex Chart [33], and Chartjs [34],
three essential tools.

Python, along with the Django web framework, constitutes critical back-end com-
ponents. Figure 4b shows that the application server architecture follows the current
model–view–template design. In order to streamline the creation of complex systems
and guarantee continuing application design, implementation, and maintainability, this
architecture incorporates module separation, demarcating data access, logical operations,
and interface template composition. It coordinates communication between ML models,
which may be stored in the application server’s file system or on a separate server for
ML model predictions in the back-end server. Clients receive websites with traceable
HTTP-session objects from the Django view. Figure 4d shows online interfaces with specific
sites for demand, fare, and data uploads (model retrain automatically) that are tailored
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to NYC taxi drivers, passengers, and companies. The use of sophisticated self-adaptive
Bootstrap components makes this design usable on both desktop and mobile devices [35].

(a)

(d)

(c)(b)

Data upload UI

Demand UI

Fare UI

Figure 4. The comprehensive application comprises (a) website structure, (b) ML model-embedded
framework, (c) one-click deploy cloud architecture, and (d) interfaces utilizing standard web tech-
nologies like HTML, JavaScript, CSS, and Bootstrap, optimized for desktop and portable devices.
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The design allows for cloud-based deployment, providing increased functionality
(data upload, storage, visualization, etc.) at a low price while maintaining data security.
An architecture that allows for disaster recovery and backup strategies to guarantee data
integrity during long-term deployment is shown in Figure 4c. The overall architecture is
built on top of Amazon Web Services (AWS) [36] while also supporting Microsoft Azure
and Google App Engine as additional cloud service providers. AWS Route 53, elastic load
balancing, EC2 instances, RDS database, and S3 storage are the five parts that make up the
back-end. One-click deployment supports all five of these components [37].

3. Result And Discussion
3.1. Predictive Models

In this section, we conduct quantitative analyses to evaluate the performance of all the
trained models and assess the effectiveness of the proposed predictive models.

3.1.1. Evaluation Metric

To comprehensively assess the efficacy of our predictive methodology, we incorporate
four widely recognized error metrics. For fare prediction, the employed loss functions
encompass the MSE (4) and its derivative, the RMSE (5), representing the square root of the
MSE. In these equations, ypredict signifies the predicted fare amount, while yactual represents
the actual fare amount.

MSE =
1
m

m

∑
i=1

(yi
actual − yi

predict)
2 (4)

RMSE =

√
1
m

m

∑
i=1

(yi
actual − yi

predict)
2 =

√
MSEtarget (5)

MAE =
∑m

i=1 |yi
test − yi

predict|
m

(6)

max
θ
− ln

{
M

∑
k=1

wk(x)gk(yt|x)
}

(7)

In the realm of demand prediction, the model’s performance evaluation employs an ar-
ray of metrics: MSE, RMSE, mean absolute error (MAE) (6), and negative log-likelihood (7).
The negative log-likelihood is germane to the loss function of the MDN. In employing
the maximum likelihood estimation, this loss function operates on the premise that the
sampled values possess the highest probability of occurrence. In alignment with ML norms,
the focus lies on minimizing, not maximizing. Thus, a negative sign is appended, effectively
transposing the objective to minimize the negative log-likelihood. Notably, the summation
of likelihood functions from each distribution (M) underpins this process which is the total
number of areas in the city.

The RMSE, MAE, and negative log-likelihood are justified evaluation metrics for our
predictive models. The RMSE provides an overall measure of the prediction accuracy, while
MAE captures average prediction errors. They possess intuitiveness and interpretability
for numerical prediction. Moreover, the negative log-likelihood assesses the probabilistic
predictions by measuring the logarithmic loss between the predicted probabilities and
the actual outcomes. This metric is particularly useful when dealing with probabilistic
predictions Using these metrics, we gain insights into the accuracy, precision, and proba-
bilistic performance.

3.1.2. Fare Prediction

We evaluated the performance of the fare prediction model across various training
and testing set sizes. To achieve this, we divided the dataset into different proportions
for training and testing purposes. For instance, we reserved 30% of the entire dataset
for testing, utilizing the remaining 70% for training. We repeated this process with nine
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different testing set proportions: 10%, 20%, ..., 90%. Figure 5 displays the testing error in
RMSE corresponding to these different testing set sizes.

Figure 5. Fare prediction testing results under different testing set sizes.

The model performs best under 30% of the data being used as the testing set, as shown
in the figure. The testing with 10%, 80%, and 90% testing sets yielded the worst results. In
general, the overall performance of the fare prediction model is acceptable as the worst
situations come from extreme cases.

We further evaluate our proposed model by comparing it to three baseline models,
namely, LR, random forest (RF), and MLP. Table 1 shows the performance comparison of
our proposed model and the baseline models.

Table 1. Performance comparison of the proposed model and baseline models.

Model
Baseline Proposed

LR RF MLP Ensemble Model

RMSE for 14 features 0.32 0.59 0.25 0.098
RMSE for 6 features 3.61 3.44 3.33 3.26

It is important to note that the 14-feature model utilizes the original raw data, whereas
the 6-feature model represents the data features our model can access after connecting to
the front-end.

As shown in Table 1, our proposed ensemble model demonstrates enhanced per-
formance in comparison to the baseline models when evaluating the 14-feature model.
Additionally, a vertical comparison reveals that models focusing on only 6 features demon-
strate inferior performance in contrast to those utilizing all 14 features. This observation
suggests that the exclusion of certain features leads to an increase in errors and a decrease
in the accuracy of the models’ predictions. These findings strongly imply that the features
within the dataset exhibit interdependencies, which significantly impact the accuracy of
the models. In summary, our ensemble model consistently outperforms the other models
in various analyses, solidifying its status as the top-performing model.

3.1.3. Demand Prediction

The effectiveness of the demand prediction model is presented below. In our experi-
ment, the dataset is split into three groups: training, validation, and testing, with a ratio of
6:3:1. The training set is used during the training phase; the validation set is used for model
selection and hyper-parameter tuning; the testing set is used for evaluation purposes.

Here, we conduct an independent evaluation of the proposed model, examining its
performance with respect to both the LSTM and MLP-MDN models. For LSTM, we tested
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three structures, namely, one layer, two layers, and three layers, with different numbers
of hidden neurons and dropouts. Based on the testing results, the LSTM with a two-layer
structure had the best performance. Therefore, we evaluate different numbers of hidden
neurons and dropouts in the two-layer model. Table 2 shows the comparison of LSTM
under different setups.

Table 2. Performance comparison of the LSTM model.

Method
2-Layer LSTM without Dropout 2-Layer LSTM with 0.1 Dropout

RMSE MAE RMSE MAE

n1, n2 = 100, 100 4.7018 0.3104 4.8328 0.3474
n1, n2 = 200, 200 3.5504 0.2438 3.4462 0.3359
n1, n2 = 400, 400 3.3746 0.2413 3.4227 0.3370
n1, n2 = 600, 600 3.3106 0.2305 3.3106 0.3206
n1, n2 = 800, 800 3.6732 0.2598 3.6488 0.3335

As shown in the table, the LSTM with the n1, n2 = 600, 600 setup has the best perfor-
mance. Furthermore, the inclusion of a dropout layer has minimal impact on the accuracy
of the model. Here, we further compare our proposed LSTM model with four baseline
models, namely, multilayer perceptron, ridge regression, lasso, and elastic net. We use
the LSTM with n1, n2 = 600, 600 setup for the comparison as it has the best performance.
Table 3 presents the comparison of them.

Table 3. Performance comparison between the LSTM model and baseline models.

Method RMSE MAE

LSTM (proposed) 3.3106 0.2305
Multilayer perceptron 3.4890 0.2962

Ridge regression 3.4224 0.2137
Lasso 3.4249 0.2164

Elastic net 3.4388 0.2283

Based on the presented results, it is evident that our proposed model exhibits superior
performance when evaluated using the RMSE metric. What is more, our model shows
comparable performance in terms of the MAE metric compared to the other baseline
models. Despite not attaining the highest performance in the MAE metric, the noteworthy
achievement in the RMSE underscores the resilience of our proposed model in handling
outlier scenarios. This advantage is expected to be further amplified with the inclusion of
additional data from diverse time ranges.

For MLP-MDN, we tested different numbers of hidden neurons. Table 4 presents a com-
parison of MDN under different setups. It is found that the model with the
n1, n2 = 200, 200, M = 40 setup has the best performance.

Table 4. Performance comparison of the MDN model.

Method Neg. Log-Likelihood

n1, n2 = 100, 100, M = 20 −3.7557
n1, n2 = 100, 100, M = 40 −3.7552
n1, n2 = 100, 100, M = 80 −3.7999
n1, n2 = 200, 200, M = 20 −3.7533
n1, n2 = 200, 200, M = 40 −3.8394
n1, n2 = 200, 200, M = 60 −3.7533
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3.2. Interface and Use Cases

The demand interface is developed for NYC taxi drivers with three key features (i.e.,
identify the most demanded areas, highest payment zones, customer pick up and drop
off trends). First, using the heatmap provided by the map, taxi drivers can pinpoint the
areas with the most demand. The most popular zones were predicted historically in direct
relationship to the number of pickups from travel data. The zone information at the top
of the page on the right side of Figure 6A gives further summaries of the taxi ride for the
zones. Figure 6B’s line graph, which uses the minute as its unit of measurement, depicts
the total demand for the following timestep as determined by users. Finally, Figure 6C
shows a list of the top five demanded zones and a payment analysis to help taxi drivers
determine the zones with the highest revenue levels. Taxi drivers can choose which zone to
travel in using the interfaces in the following use cases:

1. Simply using a heatmap, point to the neighboring zone with the highest demand in
the upcoming timestep. By moving in the direction of greater need, this situation is
regarded as one of the quickest methods to gain a new client.

2. When neighboring zones have comparable demand, the top five demand zones are
listed along with a payment analysis for the higher-income zone. Extending from
above, a taxi driver could choose to travel to the area with the highest revenue while
the other regions have a comparable demand. Consequently, integrating the heatmap,
top zones list, and payment analysis can result in superior decision support with
historical income for taxi drivers.

3. With a thorough evaluation of the demand heatmap, payment analysis, and trip
summary for the maximum zone. Suppose there was a demand scenario on a Sunday
between 8 and 8:30 p.m. Penn Station/Madison Sq West is the highest demand zone,
and it has the information (designated in Figure 6A) of the average journey distance,
speed, and duration. On Monday, the zone’s average speed was around 10 miles per
hour higher than typical. Combining the demand line chart (labeled as B in Figure 6),
which displays the decreasing trend in the number of pickups and the higher trend in
the number of dropoffs, provides proof that the taxi service is over-served. Label C
denotes the highest earning zone, suggesting that drivers could be able to earn more
money during the over-served hour.

4. By comparing the trip information in various timesteps, it is possible to estimate traffic
jams using historical data (label A in Figure 6). The area’s typical speed is revealed
by the high average speed at night. There is presumed traffic congestion when the
average speed of the trips in a particular zone is low and the average length is high.

In order to provide protection for passengers by providing a straightforward fare for
all types of taxi services, including yellow taxis, green taxis, and Uber, a fare prediction
interface has been created. After the user picks the destinations and the precise time,
the fare forecast result is shown in Figure 4d. To choose the origin and destination, the user
can enter them manually or click on the map. The nearest day with a 30 min interval in
the provided DateTime in the history data or by the ML fare prediction is used to obtain
the fare. The query also considers the duration and distance generated in real-time by the
Google Maps API. Additionally, the uploading of taxi datasets is taken into account for the
ease of data analysis for machine learning models and potential expansions. The dataset
upload interface, which supports the format of CSV files with cleaned data, is also shown
in Figure 4d. The CSV file is also placed into the database for real-time access to facilitate
taxi demand and fare searching.
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A

B

C

Figure 6. The demand prediction interface and use cases. The demand areas and income ratings to
support the decision making for taxi drivers are stated on the left-hand side of the figure. (A) general
information at a specific zone. (B) the pick and drop trend of a zone. (C) payment analysis of the
top 5 zones.

4. Conclusions

In this research, we have constructed prediction models and successfully linked
them with a web application to establish a comprehensive platform for viewing real-time
taxi information and easing interactions between passengers and drivers in NYC. This
taxi service system has an intuitive and interactive user interface, which has substantial
consequences for three important areas.

Firstly, the platform offers drivers useful insights to maximize their profit and cut
down on journey time. Drivers can utilize our system to gain access to vital data such as
passenger demand trends (which pinpoints locations with strong demand at any given
moment), proximity to potential passengers, estimated travel times to each customer,
and projected profitability for each trip. With this information at hand, drivers are bet-
ter equipped to choose passenger pickups wisely, maximizing their revenue effectively.
Secondly, the platform also helps passengers by giving them access to crucial data that
influences their choice of taxi service. They can locate platforms with reduced rates, decide
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on the best pickup locations to reduce waiting periods (finding places where it is most
likely that a taxi would arrive promptly), and obtain rough estimations of the cost of the
trip. With this knowledge at hand, customers can decide which taxi to take with confidence,
improving their overall experience and convenience. Furthermore, the platform gives
government officials helpful insights on a larger scale. The government can learn more
about a variety of facets of the city’s taxi sector, including profit margins, current traffic
conditions, and regions prone to regular traffic jams, by utilizing the system’s richness of
data. These revelations can help in the decision-making process for upcoming upgrades
to city road infrastructure, resulting in more effective transportation systems and better
urban planning.

In summary, our study has effectively created an interactive platform that is user-
friendly and includes forecasting models for taxi demand and fare calculation. With the
use of this platform, drivers, passengers, and government agencies can all make educated
decisions, allocate resources more effectively, and improve overall efficiency in NYC’s
taxi ecosystem.
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