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Abstract: Predictions of the unemployment duration of the economically active population play a
crucial assisting role for policymakers and employment agencies in the well-organised allocation of
resources (tied to solving problems of the unemployed, whether on the labour supply or demand
side) and providing targeted support to jobseekers in their job search. This study aimed to develop
an ensemble model that can serve as a reliable tool for predicting unemployment duration among
jobseekers in Slovakia. The ensemble model was developed using real data from the database
of jobseekers (those registered as unemployed and actively searching for a job through the Local
Labour Office, Social Affairs, and Family) using the stacking method, incorporating predictions
from three individual models: CART, CHAID, and discriminant analysis. The final meta-model was
created using logistic regression and indicates an overall accuracy of the prediction of unemployment
duration of almost 78%. This model demonstrated high accuracy and precision in identifying
jobseekers at risk of long-term unemployment exceeding 12 months. The presented model, working
with real data of a robust nature, represents an operational tool that can be used to check the
functionality of the current labour market policy and to solve the problem of long-term unemployed
individuals in Slovakia, as well as in the creation of future government measures aimed at solving
the problem of unemployment. The measures from the state are financed from budget funds, and
by applying the appropriate model, it is possible to arrive at the rationalization of the financing of
these measures, or to specifically determine the means intended to solve the problem of long-term
unemployment in Slovakia (this, together with the regional disproportion of unemployment, is
considered one of the most prominent problems in the labour market in Slovakia). The model also
has the potential to be adapted in other economies, taking into account country-specific conditions
and variables, which is possible due to the data-mining approach used.

Keywords: unemployment; ensemble modelling; CRISP-DM; data-mining; unemployment
duration prediction

1. Introduction

Unemployment is a pervasive social and economic problem that affects individuals,
families, and communities across the globe. It can result in reduced economic growth,
increased social inequality, and negative mental health and well-being impacts. Its negative
effects can be long-lasting and far-reaching [1–3], and Slovakia is not an exception.

Unemployment in Slovakia is a long-discussed issue and, from the point of view
of the government, a priority issue to solve. In Slovakia, the unemployment rate has
been relatively persistently high; however, the existing problem of unemployment is not a
uniform matter. Mainly long-term unemployment and structural unemployment, according
to the qualifications of the workforce and to regional aspects (so-called “hungry valleys”),
pose a particular challenge to solve.

Addressing unemployment is a complex and multifaceted challenge requiring var-
ious strategies and interventions. Some potential solutions include improving access to
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education and training programs to equip jobseekers with the skills needed to succeed in
the job market. Additionally, promoting entrepreneurship and small business develop-
ment can create more job opportunities. Furthermore, implementing policies that support
economic growth and job creation is crucial [4–6]. Globally, effective strategies to address
unemployment require collaboration between governments, employers, and civil soci-
ety organisations. They must develop co-ordinated and comprehensive approaches that
address the underlying causes of unemployment and support jobseekers in finding and
maintaining employment [7,8].

Despite various policy efforts to address this issue, there remains a need for more
effective solutions to reduce the negative impact of unemployment on individuals and
society. To address this issue, researchers have explored various approaches, including the
use of machine learning models, to predict unemployment duration for jobseekers [9,10].

Predictions of the unemployment duration of jobseekers can be a useful tool for poli-
cymakers, employers, and jobseekers themselves. Machine learning models can identify
relevant factors indicating unemployment duration, enabling the development of targeted
interventions supporting jobseekers to find an appropriate job more quickly. These interven-
tions may include, e.g., job training programs, employment incentives, and job matching
services that connect jobseekers with suitable job opportunities. Policymakers can imple-
ment targeted job training programs, employers can inform recruitment strategies, and,
finally, jobseekers can make informed decisions about their job search, financial planning,
and personal well-being [6,11].

Overall, predictions of unemployment duration may help mitigate the negative effects
of unemployment on individuals and society, as well the economic performance of the
national economy (since unemployment affects private consumption with a possible impact
on the real performance of the economy). It also supports the development of more effective
policies and interventions to address this persistent social and economic challenge.

We view machine learning modelling as a promising approach for predicting unem-
ployment duration and developing targeted interventions supporting jobseekers. The field
of machine learning is rapidly advancing, aiming to develop algorithms capable of learning
from data and making predictions or smarter decisions based on that learning. Machine
learning is related to artificial intelligence. It deals with computer systems and algorithms
that can solve specific tasks consisting of complex processes, based on learning from the
provided data, without pre-programmed rules. Machine learning approaches are now used
in various areas and applications, such as image and speech recognition, natural language
processing, as part of internet offers and sales (recommender systems), within banking and
financial services (e.g., the detection of unusual financial transactions), within accounting
and systems to uncover tax fraud, within medical and pharmaceutical processes, within
transport and logistics (e.g., autonomous vehicles and the automation of logistics pro-
cesses), the optimization of energy infrastructure, the optimalization of management, the
optimization of various areas of business management (e.g., predictions of financial health,
the optimization of supply processes, storage, the optimization of targeting of marketing
tools, and the optimization of investment decisions), etc. [12,13].

This research article contributes to the field of unemployment analysis, management,
and solving, as well as the analysis, control, and preparation of intervention strategies by
exploring the use of ensemble machine learning models in the modelling of the duration of
the unemployment of jobseekers (officially registered jobseekers) in Slovakia. This research
aims to obtain predictions that are as accurate as possible of how long a jobseeker will likely
be unemployed based on his/her own specific characteristics and unemployment history.
By identifying the key factors that influence the duration of the status “the unemployed”,
this study provides insights that can be helpful for preparing more effective policies
and interventions to support jobseekers, and consequently help to reduce the social and
economic burdens of unemployment in Slovakia.
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Literature Review

In the scientific literature, various methods have been employed to predict the un-
employment rate and its development, or possibly other quantitative characteristics of
the labour market. Generally, predicting the phenomena occurring in this market helps
the entities involved there to verify and initiate a development lane aimed at meeting the
expected state in the future.

In the context of the research article presented by us, we can point out, e.g., the
study by [9], where the author explored time series and machine learning models such
as the extended version of the FARIMA model, which incorporates the conditional het-
eroskedasticity of errors (FARIMA/GARCH), as well as artificial neural networks, support
vector regression, and multivariate adaptive regression splines for the prediction of unem-
ployment in the selected European countries and for various forecasting periods. When
comparing the results obtained from the individual models, the author found out that
selecting a specific approach to unemployment rate modelling should take into considera-
tion not only the geographical location but also the time horizon of the forecast. Another
study presented by [14] focused on forecasting the unemployment rate using machine
learning methods, with the neural network providing the best results of the predictions.
The approach based on the neural networks was also employed by [15]. The authors used
recurrent neural networks to predict two macroeconomic variables—unemployment rate
and inflation in the USA. The results indicate that longer patterns are more suitable for
predicting unemployment, while smaller patterns are more suitable for predicting inflation.
The results also indicate that adding more layers does not necessarily guarantee more
accurate predictions. In [16], the authors forecasted unemployment in China by employing
neural networks and the ARIMA time series model. They combined the results from both
methods to enhance the prediction accuracy, creating an ensemble combined model. In [17],
the author employed the Cox proportional hazards regression model to identify the factors
influencing the duration of unemployment of jobseekers in Ukraine, working with the data
on unemployed individuals from 1998 to 2002. The results of the study indicate the same
problems of unemployment as in our country, e.g., the existence of disadvantaged groups of
unemployed people with respect to the probability of re-employment, such as a low-skilled
workforce, older individuals, and individuals living in rural areas and small towns (i.e.,
geographical disproportions in unemployment). Similarly, in [18], the authors examined
the factors impacting the duration of unemployment of jobseekers in Turkey using survival
analysis. This approach was chosen mainly because it made it possible to identify social,
demographic, and economic factors that influence the duration of unemployment of job-
seekers. Considering the severe psychosocial and economic consequences of long-term
unemployment after university graduation, the authors of [19] employed a logistic regres-
sion model to examine the factors influencing the duration of this type of unemployment in
Rwanda. The key factors identified include the graduate’s age, job-seeking methods, and
acquired skills. Likewise, the study of [19] utilised a logistic regression model to uncover
the determinants of youth unemployment in Ethiopia. Furthermore, a study [20] deals
with identifying factors associated with low graduate employment in Malaysia. In [21],
the authors employed panel data analysis to examine the key determinants of youth un-
employment across 31 OECD countries. The study selected GDP growth rate, inflation
rate (measured using the consumer price index), gross domestic savings (expressed as a
percentage of GDP), and labour productivity growth as independent variables. Among
these variables, only labour productivity positively affects youth unemployment, while the
remaining independent variables have a negative effect. Notably, the variable that most
significantly influences youth unemployment is the GDP growth rate.

A panel data analysis, namely dynamic, was also applied in [22], where the impact
of selected macroeconomic factors on the unemployment rate in the EU member states
was analysed and assessed. Also, the study by [23] focused on the analysis of the EU
member states’ unemployment, however with more details on the examination of the
selected macroeconomic and structural factors influencing, namely, youth unemployment
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from 2008 to 2018. Different machine learning techniques such as random forests, support
vector machines, elastic-net logistic regression model, and classification and regression
trees (CARTs)—the method also applied by us—were used to predict, e.g., the Eurozone
unemployment rate by [24]. Similar machine learning techniques, including discriminant
analysis, the other method applied in our study, were presented in [25] to determine the
primary causes of unemployment in the USA using data from 1976 to 1986. By applying
these techniques, among other things, the authors acquired important information on the
geographical structure of US unemployment by region. The status and needs of the US
labour market was analysed in the study by [26], too. The study assesses the selected work
incentive and suggests a possible methodology for its impact valuation (on employment
outcomes) employing CHAID analysis, i.e., the same method applied by us. By applying
the same procedure in the same labour market, the methods of discrimination against the
employment of jobseekers with disabilities were investigated in the study by [27]. This
type of jobseeker represents a part of the labour force that constitutes a specific part of
the total unemployed population in each economy; it is also characteristic for Slovakia.
In the study by [28], another machine learning technique to predict the development of
the unemployment rate was used (average window forecasts), as well as standard ARMA-
based time series approaches. The overall aim of this study was to find the most useful
framework for time series predicting via machine learning.

In Slovakia, ref. [29] investigates the impact of various factors, including GDP per
capita, overall unemployment rate, apartment price per square meter, and others, on
the unemployment rate of high school graduates. Two logistic regression models were
developed to examine the influence of these factors on the unemployment of this kind
of workforce. The results revealed a statistically significant relationship between the
unemployment of high school graduates and the overall unemployment rate in the region,
the GDP per capita in the region, the quality of secondary education, and the cost of living
in the region immediately after graduation. Furthermore, ref. [30] examines the main
factors affecting structural unemployment in Slovakia between 2014 and 2019. Using a
panel regression model and its modification, the study analyses the influence of factors on
the evolution of the structural unemployment rate. Based on the findings, a decomposition
of the unemployment rate in the V4 countries was subsequently conducted, identifying
important cyclical and structural factors for each country. The created model effectively
captures a significant portion of the unemployed during the observed period. In addition, a
study [31] focuses on forecasting the time series of unemployment development in Slovakia
and utilises ARIMA and GARCH models.

Currently, some studies leverage Internet search data to predict unemployment. In [32],
the author utilises MIDAS regression models to forecast unemployment and evaluate the
utility of Google search data as a predictor in the USA. Similarly, in [33], the authors
investigated the viability of using Google search data to predict unemployment in Spain.
In [34], the authors employed the PRISM semiparametric method to examine the predictive
value of Internet search data for unemployment. This method demonstrates superior
predictive capability not only compared to approaches used during the financial crisis era
but also surpasses predictions made during the COVID-19 pandemic.

2. Methodology and Data

Ensemble modelling, utilising machine learning algorithms, has emerged as a tech-
nique to enhance the accuracy and robustness of predictive models. This approach involves
combining multiple models, often trained on different subsets of data or using different
algorithms, to produce more accurate and reliable predictions. One of the main advantages
of this approach is its ability to reduce the risk of model overfitting [35,36].

Ensemble modelling can be classified into two main types: bagging and boosting.
Boosting entails training a sequence of models, where each subsequent model is trained
to correct the errors of the previous model. On the other hand, bagging involves training
multiple models independently on different subsets of the training data [37,38]. The
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individual predictions from these models are then combined through aggregation. The
fundamental concept behind aggregation is to create multiple models that each provide a
prediction on the same set of inputs. These individual predictions are then combined to
generate a final prediction, resulting in a more accurate and robust prediction compared to
that of any single model [35].

Various methods are available for combining models, and the choice of technique
depends on the specific problem and the types of models being used. The most commonly
used techniques for combining models include the following [35,39,40]:

• Stacking: This method involves training multiple models and then using a meta-
model to combine their predictions. The meta-model takes the predictions from
each base model as inputs and learns to weigh them appropriately to produce the
final prediction;

• Competition: In this method, individual predictions are considered, and the prediction
with the highest confidence is selected for each case in the data;

• Voting: This method combines the individual models by taking the average of
their predictions;

• Weighted Voting: Similar to the voting method, this approach also involves taking the
average of the predictions from each model. However, the predictions are weighted
based on a specific metric, such as confidence.

Overall, combining models is a powerful technique for improving the accuracy, preci-
sion, and robustness of predictive models. By leveraging the strengths of multiple models,
ensemble methods can often outperform any single model and provide more reliable
predictions [41].

In this article, we aimed to create an ensemble model for predicting the unemployment
duration of jobseekers in Slovakia. To achieve this, we employed the stacking method to
combine the base models. The unemployment duration was quantified on a binned scale,
commonly used in practice for unemployment evaluation (e.g., [42,43]). We categorised
the unemployment duration into the following categories: up to 3 months, 3–6 months,
6–12 months, and more than 12 months. Consequently, this prediction task falls under
supervised machine learning, where the algorithm learns from labelled data with the
known target variable.

As part of the supervised learning machine learning techniques, we utilised discrimi-
nant analysis and two decision tree types: the Classification and Regression Tree (CART) and
Chi-squared Automatic Interaction Detection (CHAID). Each of these techniques possesses
distinct advantages and weaknesses. Combining their predictions can produce more pre-
cise results than any individual model’s prediction. The final model was created through
stacking, where the individual predictions of the models mentioned above were used as
inputs for the final meta-model. As the final meta-model, we employed logistic regression,
with predictions based on the predictions of the individual models.

We chose this method because it not only predicts the classification of the case into
one of the categories of unemployment duration, but also predicts the probability for each
category. We consider the prediction of probabilities an advantage because it allows for
the customisation of classification based on the predicted probabilities and the type of
the solved issue. That means that, instead of relying on equally divided probabilities, the
jobseeker could be classified into one of the categories of predicted unemployment duration
using the expertly set dividing criteria.

All these machine learning methods were selected because of their interpretability
of results [44]. Other methods, such as neural networks, nearest neighbours, or random
forests, can provide highly accurate predictions, but they are often regarded as “black boxes”
due to the lack of interpretability of their models. In this study, we aimed to have readable
and interpretable results, not only for the prediction of the individual unemployment
duration but also for identifying its main determinants. To achieve this, we calculated the
importance of the predictors in each prediction model.
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In the text bellow, we introduce a concise overview of the main principles, advantages,
and disadvantages of the applied machine-learning methods.

2.1. CART Decision Tree

Classification and Regression Trees (CARTs) are a widely used machine learning
algorithm for classification and regression analysis, first introduced by Breiman, Friedman,
Olshen, and Stone in 1984 [45]. The CART is a non-parametric decision tree method that
uses a recursive partitioning strategy to create a tree-based model.

The algorithm begins with the entire dataset and then selects the variable and its
threshold that best separates the data into two subsets based on the impurity of the resulting
subsets. The impurity can be measured using different metrics; the mostly used impurity
measures are the Gini index or entropy. The whole tree structure is then created by
repeatedly splitting the data into two smaller subsets based on the values of the input
variables. The splitting process is repeated until a stopping criterion is met, such as a
minimum number of observations per leaf or a maximum tree depth [46,47]. In this
study, we used a maximum tree depth of 5; minimum records in the parent branch of 2%;
minimum records in the child branch of 1%; and a minimum change in impurity of 0.0001
as the stopping criteria. The impurity is measured using the Gini index, which measures
the probability of misclassifying a randomly chosen data case from a given node. It is
calculated as follows:

Gini Index = 1 − ∑ pi
2

where pi is the proportion of samples in class i at the node. The Gini index reaches its
minimum when all samples at the tree node belong to the same class of the target variable.

Entropy measures the amount of information or uncertainty in a given data set. It is
calculated using

Entropy = −∑ pi·log pi

where pi is the proportion of samples in class i at the node. Entropy reaches its minimum
when all samples at the node belong to the same class.

The Gini index and entropy are the most commonly used impurity measures in the
CART algorithm. Some studies have shown that the Gini index tends to perform slightly
better in practice for classification tasks, while entropy may be more sensitive to changes in
the data distribution [37,38].

The CART method can handle both categorical and continuous input variables, which
is considered one of its main advantages. CART modelling results are unaffected by either
the collinearity between the input variables or the occurrence of outliers in the dataset. It
can handle the missing data by setting the surrogate input variables for each variable. As
the main disadvantage of the method, we mention the problem of overfitting, where the
tree is too complex and fits the noise in the training data instead of the general patterns [45].
To solve this problem, the CART could be pruned after its building to reduce overfitting
and improve generalisation performance. Pruning means removing such branches of the
tree that do not significantly improve the overall accuracy of the tree [45,48]. To avoid this
problem of overfitting, the CART in this study was pruned.

2.2. CHAID Decision Tree

CHAID (Chi-squared Automatic Interaction Detection) is a decision tree algorithm
suitable for supervised classification or regression learning with categorical target variables.
It was introduced in the study by [49]. In this study, we used it for classification tasks.
Compared with other decision tree algorithms, CHAID has some unique features; for
example, it allows splitting the node into more than two subsets, leading to more accurate
and interpretable models [50].

The algorithm begins with the entire dataset and then selects the predictor variable
and category that best separates the data into two subsets based on the chi-squared statistic.
The data are split into two or more subsets based on the values of that variable. The
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significance of each split is evaluated using the chi-square statistic, which measures the
independence between the response variable and each predictor variable. In more detail,
the chi-squared statistic is used to evaluate the statistical significance of the differences in
the target variable across the categories of the predictor variable. If the chi-squared statistic
is significant at a given significance level, the split is considered valid, and the algorithm
proceeds to split the data further. If it is insignificant, the algorithm stops and considers the
current node a leaf node [51].

The process is repeated until a stopping criterion is met, such as a minimum number
of observations per leaf or a maximum tree depth. In this study, we used the following
stopping criteria: a maximum tree depth of 5; minimum records in the parent branch
at 2% and in the child branch at 1% of cases in the training sample; a minimum change
in the expected call frequencies for the chi-square test of 0.001; maximum iterations for
convergence of 100. Similarly, as in the CART method, the tree can be pruned to reduce
overfitting and improve generalisation performance, as the possibility of overfitting belongs
to its main disadvantages.

2.3. Discriminant Analysis

Discriminant analysis is a statistical technique used to identify differences between
two or more groups based on a set of predictor variables. The technique aims to find a
linear combination of the predictor variables that maximally discriminate between the k
groups of the outcome variable. This linear combination is known as the discriminant
function f (x). Its formula is as follows [52,53]:

f (x) = α0 + α1x1 + α2x2 + · · ·+ αpxp

where p is the number of predictor variables, x =
(

x1, x2, . . . , xp
)

is an observation of
the p predictor variables, and α0, α1, α2, . . . , αp are parameters to be determined; their
estimations will be a0, α1, a2, . . . , ap.

The goal is to find the estimates (a0, α1, a2, . . . , ap) of the coefficients α0, α1, α2, . . . , αp,
such that the discriminant function f (x) separates the groups of the target variable as well
as possible. One common approach is maximising the discriminant function of between-
group variance relative to the within-group variance. Specifically, we seek to maximise the
ratio of the between-group variance to the sum of the within-group variances, known as
Fisher’s discriminant ratio.

For linear discriminant analysis, the solution can be expressed in terms of the inverse of
the pooled covariance matrix, which is a weighted average of the group covariance matrices.
We assume that the covariance matrices are equal across groups for the linear discriminant
analysis but not necessarily for the quadratic discriminant analysis. For the quadratic
discriminant analysis, we need to estimate separate covariance matrices for each group,
and the solution is given using a quadratic function of the predictor variables [52–54].

When the target variable has K possible values, this involves fitting K into separate
discriminant functions, one for each class, where each function is trained to distinguish
that class from all other classes of the outcome. Specifically, for class k, we define a
binary response variable of yk, where yk = 1 if the observation belongs to class k, and
yk = 0 otherwise. We then fit a discriminant function of fk(x) for each k, using the same
predictor variables as before. Finally, to classify a new case, we compute the values of all K
discriminant functions and assign the case to the class with the highest value of fk(x).

One of the key advantages of discriminant analysis with multiple target variables
is that it allows for identifying the most important predictors of group membership.
Additionally, this method can identify which variables are the most influential in dis-
criminating between groups, providing insight into the underlying mechanisms driving
group differences [55].
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2.4. Logistic Regression

Logistic regression is a statistical technique used to model the relationship between
a binary or multinomial target variable and predictor variables. The target variable is
modelled as a function of predictor variables using the logistic function, which transforms
the linear predictor into a probability between 0 and 1 [56].

For the case of a binary target variable, the principle of logistic regression is the
following: let Y be a binary response variable that takes on the values of 1 with probability
p and 0 with probability 1 − p. Let X1, X2, . . . , Xm be m predictor variables. The logistic
regression model expresses the log odds of the target variable Y being equal to 1 as a linear
function of the predictor variables:

log
p

1 − p
= β0 + β1X1 + β2X2 + · · ·+ βmXm

where β0, β1, β2, . . . , βm are the parameters to be estimated, and their estimations will be
b0, b1, b2, . . . , bm. Then, to transform the linear predictor into a probability between 0 and
1, the logistic function is used:

p = 1/(1 + exp(−β0 − β1X1 − β2X2 − · · · − βmXm))

To estimate the parameters β0, β1, β2, . . . , βm, the maximum likelihood method is
used. The likelihood function is given using

L(β0, β1, β2, . . . , βm) = ∏ pi
yi ·(1 − pi)

1−yi

where the product is taken over all i observations, yi is the observed value of the outcome
variable (0 or 1) for the i-th observation, and pi is the predicted probability of the outcome
variable being equal to 1 for the i-th observation.

The maximum likelihood estimates of the parameters can be found using iterative
methods such as the Newton–Raphson method or the Fisher scoring algorithm. The
parameter estimates are obtained by maximising the log-likelihood function [57,58]:

ln L(β0, β1, β2, . . . , βm) = ∑(yiln pi + (1 − yi)ln(1 − pi))

The methodology could be extended intuitively for the multinomial target variable,
as is the categorised duration of unemployment in this study. The multinomial logistic
regression model assumes that the log odds of the outcome variable Y taking on category
k is a linear function of the predictor variables:

log
p(Y = k)
p(Y = K)

= β0k + β1kX1 + β2kX2 + · · ·+ βmkXm

where p(Y = k) is the probability that the outcome variable Y will have the value k;
β0k, β1k, β2k, . . . , βmk are the parameters to be estimated for category k, their estima-
tions will be b0k, b1k, b2k, . . . , bmk, and K is the total number of categories.

The multinomial logistic function is then used to transform the linear predictor into a
probability distribution across the categories:

p(Y = k) = exp(β0k + β1kX1 + β2kX2 + · · ·+ βmkXm)
/ ∑

(
exp

(
β0j + β1jX1 + β2jX2 + · · ·+ βmjXm

)
where the sum is taken over all possible categories of the target variable.

The maximum likelihood method estimates the parameters that maximise the like-
lihood of observing the data given in the model. The likelihood function is given using

L
(

β0, β1, β2, . . . , βp
)
= ∏(p(Yi = k))yi
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where the product is taken over all i observations, yi is the observed value of the outcome
variable for the i-th observation, and p(Yi = k) is the predicted probability of the outcome
variable taking on category k for the i-th observation. The parameter estimates are obtained
by maximising the log-likelihood function:

ln
(

L
(

β0, β1, β2, . . . , βp
))

= ∑(yiln p(Yi = k))

In this manner, we obtain the estimated probability for each case in the data to belong
to the k-th value of the outcome variable. The case is then predicted to have the k-th value
of the outcome variable when this probability is the highest. The maximum likelihood
estimates of the parameters can be obtained using iterative methods such as the Newton–
Raphson method or the Fisher scoring algorithm [57,58].

2.5. Data

In this study, we analyse the unemployed jobseekers (i.e., officially registered job-
seekers) in Slovakia and predict the duration of their unemployment, which we sort into
categories according to the duration of the status “unemployed”, as we mentioned above.

To create the prediction models, we worked with the robust data coming from the
database of jobseekers administered by the governmental public employment agency the
Central Office of Labour, Social Affairs and Family of the Slovak Republic (COLSAF). Regis-
tration in this database is mandatory for all unemployed jobseekers who are provided with
related benefits such as unemployment allowance, participation in intervention programs,
or state-paid health insurance, all in accordance with Act No. 5/2004 Coll. on employment
services, as amended [59]. The database of jobseekers used in this study covers the period
from April 2010 to June 2019. This restriction is due to the complexity of the data available
from the COLSAF.

The dataset contains 1,048,551 registrations from 718,032 jobseekers registered in
the database once or multiple times during the observed years. We worked with spe-
cific characteristics of jobseekers, i.e., qualitative and quantitative information requested
from each jobseeker according to the law in force, namely [59], and that are usually de-
tected during the process of registration or during the recording of jobseekers. All men-
tioned information is included in the register only on the basis of notification and the
persons concerned who provide it. Taking into account these characteristics, which are
detected when registering a jobseeker or already during his/her existing registration, the
research question we set is whether the relevant variables (characteristics of an individ-
ual as a jobseeker) are suitable predictors of how long the respective individual will be
“about unemployed”.

The variables selected by us as being suitable for our study, namely qualitative char-
acteristics used as statistical variables with their short but exact description and with the
distribution of their values in the dataset, are presented in Table 1, while the quantitative
variables and their characteristics are provided in Table 2.

Table 1. Qualitative input variables used in the study.

Variable Description Values Proportion

gender gender of jobseeker male 52.26%
female 47.74%

nationality nationality of jobseeker Slovak 89.31%
Hungarian 9.35%
unknown or other 0.80%
Czech 0.37%
Roma 0.16%
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Table 1. Cont.

Variable Description Values Proportion

marital status marital status of jobseeker single 51.51%
married 37.21%
divorced 9.36%
widow 1.50%
unknown 0.42%

permanent residence permanent residence of the jobseeker
(part of Slovakia)

Eastern Slovakia 33.79%
Western Slovakia 32.13%
Central Slovakia 26.72%
Bratislava region 7.36%

education highest achieved education of the
jobseeker

non-finished primary 28.32%
primary 30.03%
lower secondary vocational 13.04%
secondary vocational 5.16%
complete secondary 0.72%
general secondary 0.17%
higher vocational 8.86%
university 1st 0.57%
university 2nd 2.55%
university 3rd 9.25%
NA 1.31%

disadvantage:
school leaver

disadvantaged jobseeker no 84.53%
yes 15.47%

disadvantage:
over 50 years

disadvantaged jobseeker no 84.08%
yes 15.92%

disadvantage:
long-term unemployed

disadvantaged jobseeker no 68.18%
yes 31.82%

disadvantage:
health

disadvantaged jobseeker no 97.13%
yes 2.87%

disadvantage:
no paid job

disadvantaged jobseeker no 55.60%
yes 44.40%

disadvantage:
low education

disadvantaged jobseeker no 86.19%
yes 13.81%

disadvantage:
organisational reasons

disadvantaged jobseeker no 99.58%
yes 0.42%

disadvantage:
others

disadvantaged jobseeker no 99.70%
Yes 0.30%

children number of children of the jobseeker 0 87.78%
1 6.57%
2 3.85%
3 1.16%
4 or more 0.64%

reason of exclusion reason of exclusion from the database
of jobseekers

employment 54.25%
relevant reason of exclusion 34.78%
non-co-operation 10.97%

intervention intervened jobseeker No 65.95%
Yes 34.05%

previous registrations number of all previous registrations 0 64.94%
1 22.51%
2 7.02%
3 2.47%
4 1.11%
5 or more 1.95%
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Table 1. Cont.

Variable Description Values Proportion

previous non-interventions
number of previous registrations
without intervention

0 87.54%
1 10.25%
2 1.79%
3 or more 0.42%

previous interventions
number of previous registrations with
intervention

0 87.81%
1 6.03%
2 2.29%
3 1.21%
4 or more 2.67%

Table 2. Quantitative input variables used in the study.

Variable Description Mean Min Max Range Std.
Deviation Median Mode

age age of jobseeker at the
beginning of registration 34.9 15.0 78.0 63.0 12.5 32.0 24.0

cumulative
previous

registrations

cumulative number of
days of previous

registrations before the
period under review

1155.1 0.0 33,722.0 33,722.0 1343.8 699.0 0.0

work before
registration

number of days from the
last occupation to the
current registration

414.7 0.0 15,805.0 15,805.0 1068.4 1.0 0.0

average
unemployment

average number of days
spent in unemployment
per year from 15 years

of age

45.07 0.0 364.94 364.94 54.2 26.1 0.0

duration of
registration

duration of the current
registration in days 300.9 0.0 1365.0 1365.0 303.8 182.0 91.0

Table 2 contains basic descriptive characteristics, such as the mean (average value of
the variable), median (middle value among the values arranged in ascending order), mode
(value with the most frequent occurrence), minimum and maximum value, range (difference
between the maximum and minimum values), and standard deviation (basic characteristic of
the variability and square root of the variance, which is an average square difference from
the mean).

The last row of Table 2 presents the characteristics of the target variable before its
categorisation into the mentioned four categories according to the duration of the status
“unemployed”. We would like to emphasise that each case in the dataset represents one
individual registration in the database. It is important to note that some jobseekers have
multiple registrations during the period under review (see variable “previous registrations”;
e.g., almost 65% of jobseekers were registered just once, the rest more than once). Therefore,
we included variables such as the number of previous registrations, the number of previous
non-interventions, the number of previous interventions, the cumulative previous registra-
tions in days, and the average unemployment in days in the data. These variables capture
the number or duration of all previous registrations or interventions in which jobseekers
participated, as they are expected to impact their unemployment.

All the variables mentioned above (both qualitative and quantitative) will serve as
inputs for the prediction models of unemployment duration, i.e., the target variable in this
study is the duration of registration in the database of jobseekers. This duration is calculated
as the difference between the start date and the end date of registration. For jobseekers
whose registration had not ended at the time of data extraction, we considered the last day
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of the period under review as the end date to establish their duration of unemployment
as well. The difference in dates was calculated in months and then categorised into the
already-mentioned categories: up to 3 months, 3–6 months, 6–12 months, and more than
12 months.

The distribution of the categorised target variable values among jobseekers in Slovakia
during the period under review is presented in Table 3. To enhance the model’s precision
and confidence, we applied boosting to balance the subsamples based on the target variable.
This involved balancing all subsamples to have approximately the same frequency as the
most numerous group of the target variable while boosting the other groups by assigning
appropriate weights to the cases. The weights used for balancing are also provided in
Table 3.

Table 3. Distribution of target variable “duration of registration”, i.e., the status “unemployed”.

Duration of Registration Proportion of the Sample Multiplication Factor for
Balancing via Boosting

up to 3 months 23.85% 1.2036
3–6 months 21.34% 1.3453
6–12 months 26.10% 1.0998

more than 12 months 28.71% 1.0000

From this partial analysis, it specifically follows that the long-term unemployed people
represent the largest group of job seekers (note: in the case of Slovakia, the term long-term
unemployed defines a person who is defined as an economically active person, but has
not worked for more than 1 year, i.e., was registered in the database of job seekers during
this period). On the other hand, it can be concluded that more than 70% of jobseekers
were registered as unemployed for less than 1 year, i.e., the period under review was
characterized by the persistence of short- and medium-term unemployment.

2.6. Evaluation of Results

To evaluate the results obtained, we employed various evaluation statistics. To ensure
the relevance of evaluating the quality of the created ensemble model, we divided the
dataset into a training part, on which the machine learning models were created, and a
testing part, which served for the independent evaluation of the predictions. Therefore,
predictions of unemployment duration were generated for all units in the dataset, including
those in the testing set. Predictions of registrations in the testing set were made using an
ensemble model that had not been trained, which allowed us an independent assessment
of the quality of the model by comparing these predictions to actual outcomes.

In this study, we only present the evaluation results for the testing set. Given enough
cases in the dataset, the training and testing parts of the sample were allocated in a random
50:50 ratio.

We utilised the statistics mentioned in the methodology section to evaluate the indi-
vidual results. The entire ensemble model was initially evaluated using a confusion (or
coincidence) matrix and its associated statistics, i.e., let TP represent the number of true
positive cases; FP the number of false positive cases; TN the number of true negative cases;
and FN the number of false negative cases, where the “hit” is the importance value of the
target variable. The overall model evaluation was based on its accuracy, which measures
the proportion of correctly classified cases from the entire testing sample [60]:

Acc =
TP + TN

TP + FP + TN + FN
. (1)

For a more detailed view, we also report the following [60]:

• sensitivity—the row % of true positive predictions, calculated as follows:
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Sen =
TP

TP + FN
(2)

• specificity—the row % of true negative predictions, calculated as follows:

Spec =
TN

FP + TN
(3)

• precision—the column % of true positive predictions, calculated as follows:

P =
TP

TP + FP
(4)

• F-measure—the harmonic mean of the accuracy and sensitivity, calculated as follows:

F =
2TP

2TP + FP + FN
. (5)

Since the target variable consists of four possible values instead of being binary, the
calculation of these evaluation measures must be adjusted. The general coincidence matrix
cannot be used directly and thereby we employed the macro-average and micro-average
methods. These approaches involve converting the general coincidence matrix into a 4-field
matrix. We performed this conversion for each category of the target variable, comparing
the prediction for each category against the summed predictions for all other categories.
The evaluation measures (1)–(5) were then calculated based on the resulting 4-field tables,
with either the average (macro-average) or by summing partial 4-field tables and calculating
the evaluation measures from the resulting combined table (micro-average).

To assess the importance of the individual input variables in the individual models, we
calculated the predictor importance. This analysis aims to highlight the characteristics of
an individual that have the greatest impact on the duration of jobseekers’ unemployment.

All calculations were performed using IBM SPSS Modeler 18.3, a data-mining software.
We approached this problem as a data-mining task, working with large datasets (big data)
that represent the entire population of registered jobseekers during the monitored period
rather than a random sample from the population. It is important to note that statistical
tests of hypotheses about the models or the significance of variables are often not used in
data-mining machine-learning models. Therefore, we did not employ stepwise methods
based on the statistical testing of the significance of the variables to create the models
(discriminant analysis and logistic regression). Instead, the focus was on the predictions
generated by the ensemble model. However, we used the significance of the variables
to interpret the importance of the individual factors for the duration of unemployment
of jobseekers. The interpretability of the results was a key consideration in selecting the
machine-learning techniques for modelling, as mentioned earlier.

The outputs of the individual classification trees are presented as dendrograms ex-
pressed as if–then rules. However, due to the extensiveness of the results, we have included
them in the appendix solely in the form of if–then rules. This decision was made because
editing the resulting tree dendrograms would render them unreadable. The discriminant
analysis model is provided in the appendix as a set of discriminant Fisher equations, which
are used to calculate the discriminant score. Additionally, the table containing the results of
the logistic regression meta-model is included directly in Section 3.

3. Results

In this section, we provide the primary findings of our analyses and describe the
models developed for predicting unemployment duration. Initially, we concentrate on
the individual models, which were subsequently employed to construct the final logistic
regression meta-model.
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3.1. CART Model

The CART model was constructed using a boosting technique to enhance model
accuracy. By employing this method, the algorithm generated 10 component models,
which were then utilised to train the boosted model. The individual models achieved
accuracies (Formula (1)) ranging from 25 to 53.2%. The ensemble CART model achieved an
accuracy of 53.1%. For comparison, the naïve model, which randomly predicts one of the
four categories of unemployment duration, has an accuracy of such random prediction of
25%. In this sense, the accuracy of the boosted ensemble CART model of 53.1% indicates
that over half of the registrations of jobseekers were correctly classified into one of four
categories of unemployment duration. We note that this accuracy pertains to the training
set. To calculate the evaluation statistics (1)–(5) for the testing set, we computed the micro-
and macro-average as explained in the methodology section.

For a more comprehensive understanding of the jobseekers’ correctly and incorrectly
classified registrations in the testing set, we provide the coincidence matrix presented in
Table 4.

Table 4. Coincidence matrix of the boosted CART model.

Unemployment
Duration

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Sum Correct [%]

up to 3 months 86,484 10,519 25,631 2391 125,025 0.692
3–6 months 54,710 25,734 29,698 1890 112,032 0.230
6–12 months 64,445 8266 60,991 2974 136,676 0.446

more than 12 months 11,136 2691 22,551 114,202 150,580 0.758
sum 216,775 47,210 138,871 121,457 524,313 0.548

As mentioned above, to evaluate the sensitivity, specificity, precision, and F-measure
of the model, we recalculated the confusion matrix into a 4-field matrix for each category of
the target variable. These individual tables enable us to assess the performance of the model
for each unemployment duration category. We present the cumulative 4-field confusion
matrix in Table 5 and all values of the evaluation measures for the boosted CART are
presented in Table 6. In the case of the evaluation measures, we do not only present the
information for individual period categories of the length of the status “unemployed” (first
four columns of Table 6), but also their macro- and micro-averages across the entire CART
model (last two columns of Table 6).

Table 5. Cumulative confusion matrix for boosted CART ensemble model.

Unemployment
Duration Sum Correct Sum Incorrect Sum Correct [%]

sum correct 287,411 236,902 524,313 54.82
sum incorrect 236,902 1,336,037 1,572,939 84.94

sum 524,313 1,572,939 2,097,252 77.41
correct [%] 54.82 15.06

Table 6. Evaluation measures for boosted CART model.

Evaluation
Measure

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Macro-Average Micro-Average

sensitivity 69.17 22.97 44.62 75.84 53.15 54.82
specificity 67.37 94.79 79.91 98.06 85.03 84.94
precision 39.90 54.51 43.92 94.03 58.09 54.82

F-measure 50.61 32.32 44.27 83.96 52.79 54.82
accuracy 39.90 79.44 70.71 91.68 77.41 77.41
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All of these measures were calculated for the testing set to determine the true quality
of the model, unaffected by overfitting. Following the results, the boosted CART model
demonstrated the best performance in determining the long-term unemployed category of
jobseekers (those unemployed for more than 12 months), with a sensitivity of 75.8%. This
implies that the model correctly predicted 3/4 of individuals who were unemployed for
longer than 12 months to belong to the long-term unemployed category based on their
input values. Furthermore, this category had the highest accuracy of 91.7%, indicating
that almost 92% of jobseekers were correctly classified as either unemployed for more
than 12 months or not. Additionally, the precision for this category was 94%; thus, for
those individuals predicted by the model to have an unemployment duration of more than
12 months, over 94% experienced such a period of unemployment.

Regarding the macro- and micro-average of the CART ensemble model evaluation
statistics, we can say that model has a very good prediction accuracy of over 77%. This
means that, on average, the predictions of the model on jobseekers’ unemployment duration
into one of four categories were correct in more than 77% cases. The sensitivity of the
model in correctly identifying the right category of unemployment duration averaged
over 53% (according to the macro-average) or nearly 55% (according to the micro-average).
Compared to a naïve model that randomly predicts one of the four categories with 25%
accuracy, this model achieves highly satisfactory results.

The importance of individual predictors in the model is illustrated in Figure 1. This
figure displays the frequency of using individual input variables in the nine component
models of the boosted CART model. Only those predictors that were used in the models at
least seven times are shown in the figure. The remaining predictors were also used in the
component models but are not displayed in Figure 1.
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Figure 1. Frequency of using predictors in the component models of the boosted CART model.

We can conclude that the course of previous unemployment plays a crucial role in an
individual’s future unemployment duration. Among the variables used in all ten compo-
nent models are, among others, work before registration (the number of days from the last
occupation to the current registration), number of previous registrations and average unemploy-
ment (average number of days spent in unemployment per year). The variable cumulative
previous registrations (the cumulative days of previous registrations before the period under
review) is missing in only one component model, while numbers of previous registrations with
interventions or without interventions appear in eight out of ten component models.

Since we are unable to illustrate the boosted CART model with a dendrogram, given
that it consists of ten component models, we instead present the CART model without the
boosting technique in Appendix A, and the same model in a set of rules for the individual



Appl. Sci. 2023, 13, 10146 16 of 30

values of the target variable in Appendix B. It is very interesting to observe how the input
characteristics of jobseekers influence the duration of their unemployment.

3.2. CHAID Model

A CHAID model was also constructed using a boosting technique, emphasising the
accuracy of the model. The number of component models was ten, which were then utilised
to train the boosted model. The estimated accuracy of the ensemble boosted model was
42.3% in the training set. This can be considered a better accuracy than a naïve model with
a 25% prediction accuracy. The coincidence matrix of the CHAID model is presented in
Table 7.

Table 7. Coincidence matrix of boosted CHAID model.

Unemployment
Duration

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Sum Correct [%]

up to 3 months 52,351 20,851 22,556 29,267 125,025 0.419
3–6 months 30,143 35,092 22,129 24,668 112,032 0.313
6–12 months 33,378 20,786 42,928 39,584 136,676 0.314

more than 12 months 30,784 16,771 26,399 76,626 150,580 0.509
sum 146,656 93,500 114,012 170,145 524,313 0.395

To evaluate the sensitivity, specificity, precision, and F-measure of the model, we
recalculated the confusion matrix into a 4-field matrix for each category of the unem-
ployment duration and then summed these individual tables to compute the macro- and
micro-averages. The cumulative 4-field confusion matrix of model is presented in Table 8.

Table 8. Cumulative confusion matrix for boosted CHAID model.

Unemployment
Duration Sum Correct Sum Incorrect Sum Correct [%]

sum correct 206,997 317,316 524,313 39.48
sum incorrect 317,316 1,255,623 1,572,939 79.83

sum 524,313 1,572,939 2,097,252 69.74
correct [%] 39.48 20.17

The cumulative and individual tables were used to calculate the evaluation measures
of this model, which we present in Table 9 for all categories (first four columns) of the target
variable together with their macro- and micro-averages across the entire CHAID model
(last two columns).

Table 9. Evaluation measures for boosted CHAID model.

Evaluation
Measure

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Macro-Average Micro-Average

sensitivity 41.87 31.32 31.41 50.89 38.87 39.48
specificity 76.38 85.83 81.66 74.98 79.71 79.83
precision 35.70 37.53 37.65 45.04 38.98 39.48

F-measure 38.54 34.15 34.25 47.78 38.68 56.60
accuracy 35.70 74.19 68.56 68.06 69.74 69.74

All the mentioned measures were calculated for the testing set to depict the true
quality of the model based on the data which were not used during the model’s creation.
The CHAID model demonstrated, similarly to the CART model, the best performance
in identifying the category of jobseekers unemployed for more than 12 months, with
a sensitivity of over 50%. The highest accuracy of 74.2% was achieved in the group
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of jobseekers with unemployment lasting 3 to 6 months. That means that over 74% of
jobseekers were correctly classified as either unemployed for this period or not. On the other
hand, the model achieved a weaker performance in the category of jobseekers unemployed
for up to 3 months but still functioned as a better model than a naïve random prediction of
unemployment duration.

The accuracy of almost 70% can describe the overall performance of the CHAID model.
This means that, on average, the model correctly predicted the duration of unemployment
of jobseekers in almost 70% of cases. The sensitivity of the model is almost 39 (macro-
average) to almost 40% (according to the micro-average).

The frequency of the individual predictors used in the component models is illustrated
in Figure 2. The figure does not display the variables used less than nine times, although
they are also used in the component models.
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According to the frequency of the individual variables used in the component models,
the history of a jobseeker’s previous unemploymentok is very important in their future
duration of unemployment registration. Besides the variables describing the unemploy-
ment history, the level of education, age, permanent residence, and gender are the most
used variables in the component models. The component models contain between 10
and 12 predictors. Considering the complexity of the CHAID ensemble model, we cannot
depict it using the dendrogram. We present one component model instead, but not as
a dendrogram, as it has 63 nodes altogether, and the picture would be unreadable. In
Appendix C, the set of rules for the individual categories of unemployment duration is
listed instead.

3.3. Discriminant Model

The discriminant analysis model was constructed as a boosted model for increasing
the accuracy of the model and produced predictions of the discriminant score for each
officially registered jobseeker. According to this score, a jobseeker is categorised into one of
four categories of unemployment duration.

For the quality of the model, it was important to assess the discriminant ability of the
input variables that were later used in the process of the model’s creation for selecting im-
portant variables. It can be checked using the values of the canonical discriminant function
coefficients in the standardised form suitable for their comparison. These coefficients are
presented in Table 10, together with the correlations between the discriminating variables
and discriminant functions (in parentheses).
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Table 10. Standardised canonical discriminant function coefficients, and their correlation with
discriminant functions.

Function Up to 3 Months 3–6 Months 6–12 Months

age −0.086
(−0.135)

0.612
(0.723)

0.149
(−0.062)

work before
registration

0.289
(0.113)

0.488
(0.708)

−0.718
(−0.562)

cumulative previous
registrations

0.734
(0.723)

0.298
(0.239)

0.610
(0.612)

average
unemployment

−0.692
(−0.614)

0.306
(0.460)

0.552
(0.422)

According to this table, the discriminant model utilises only four input variables as
significant predictors for unemployment duration. A similar result can be seen in Figure 3.
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Figure 3. Predictor importance in the discriminant model.

Among these variables, the cumulative unemployment history (in the figure, regarded
as cumulative) is the best discriminatory variable for the shortest unemployment duration.
The best discriminatory variable for 3–6 and 6–12 months of unemployment duration is
the number of days from the last occupation to the current registration. This variable
is the most important predictor in the whole discriminant model. Overall, according to
the discriminant analysis result, unemployment history is very important in the future
unemployment duration of jobseekers. Moreover, a jobseeker’s age is also very important.

The coincidence matrix of the discriminant model is shown in Table 11.

Table 11. Coincidence matrix of the boosted discriminant model.

Unemployment
Duration

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Sum Correct [%]

up to 3 months 80,095 11,131 7651 26,148 125,025 0.641
3–6 months 58,857 20,914 7879 24,382 112,032 0.187
6–12 months 71,058 15,161 10,756 39,701 136,676 0.079
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Table 11. Cont.

Unemployment
Duration

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Sum Correct [%]

more than 12 months 71,596 12,336 7016 59,632 150,580 0.396
sum 281,606 59,542 33,302 149,863 524,313 0.327

The cumulative 4-field confusion matrix for this model, recalculated to calculate the
averaged evaluation statistics, is presented in Table 12.

Table 12. Cumulative confusion matrix for the boosted discriminant model.

Unemployment
Duration Sum Correct Sum Incorrect Sum Correct [%]

sum correct 171,397 352,916 524,313 32.69
sum incorrect 352,916 1,220,023 1,572,939 77.56

sum 524,313 1,572,939 2,097,252 66.34
correct [%] 32.69 22.44

The evaluation measures for each category of unemployment duration and their
macro- and micro-averages for the entire discriminant model are presented in Table 13.

Table 13. Evaluation measures for boosted discriminant model.

Evaluation
Measure

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Macro-Average Micro-Average

sensitivity 64.06 18.67 7.87 39.60 32.55 32.69
specificity 49.53 90.63 94.18 75.86 77.55 77.56
precision 28.44 35.12 32.30 39.79 33.91 32.69

F-measure 39.39 24.38 12.66 39.70 29.03 32.69
accuracy 28.44 75.25 71.68 65.44 66.34 66.34

The evaluation measures listed in Table 13 were calculated for the testing set, thus
depicting the real quality of the model. The discriminant model demonstrated its best
performance in the category of jobseekers unemployed for up to 3 months, with a sensitivity
of over 64%. The highest accuracy of 75.3% was achieved in the group of jobseekers with
unemployment lasting from 3 to 6 months. On the other hand, the model achieved a weaker
accuracy in the category of jobseekers unemployed for up to 3 months.

The overall accuracy of the discriminant model was more than 66%, i.e., on average,
the correctness of the discriminant model in the prediction of the unemployment duration
of jobseekers by clustering them into one of four time categories achieved 66% accuracy.
The sensitivity of this model was almost 33% according to the macro- and micro-averages.

The discriminant model can be described as a set of discriminant functions for all
categories of unemployment duration (Fisher’s discriminant functions). Their coefficients
are presented in Table 14. A jobseeker is then predicted to be unemployed for a period with
the highest value of discriminant functions.

Table 14. Coefficients of discriminant functions.

Unemployment Duration Up to 3 Months 3–6 Months 6–12 Months More than 12 Months

age 0.227 0.242 0.240 0.240
work before registration −0.001 0.0004 0.0005 −0.001

cumulative 0.002 0.003 0.002 0.002
average unemployment 0.011 0.012 0.014 0.018

(constant) −50.520 −60.201 −60.126 −60.119
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3.4. Logistic Regression Meta-Model

We created the final model for predicting unemployment duration using the stacking
method, incorporating the predictions of individual models (CART, CHAID, and discrimi-
nant analysis). These predictions were used as input variables (prefixed with pred-) along
with a confidence measure from each model (prefixed with confidence-). This approach
enabled us to create a more accurate model than the individual models alone. As observed
in the previous models, each model exhibited accuracy in different categories. Hence, we
supposed that combining these models could lead to an improved identification of the
appropriate unemployment duration category.

The final meta-model was created using logistic regression and predicts not only the
category of the unemployment duration for individual jobseekers but also the probabili-
ties of all unemployment categories according to duration. Subsequently, jobseekers are
assigned to the unemployment duration category with the highest probability, or prede-
termined criteria based on these probabilities can be made to categorise the jobseekers.
The following results were obtained using the highest probability as the determinant for
categorising jobseekers. Table 15 provides details on the logistic regression model and its
coefficients, with the reference category being the first category, that is up to 3 months.

Table 15. Coefficients of the logistic regression meta-model.

Unemployment Duration 3–6 Months 6–12 Months More than 12 Months

Intercept −2.014 0.475 −0.686
pred-CART_cat1 0.102 −0.738 −1.745
pred-CART_cat2 0.870 −0.390 −2.266
pred-CART_cat3 0.425 −0.023 −1.361
confidence-CART 0.759 −2.932 3.768

pred-CHAID _cat1 −0.074 −0.451 −2.591
pred-CHAID _cat2 0.602 −0.054 −1.861
pred-CHAID _cat3 0.380 0.336 −1.820
confidence-CHAID 2.379 2.375 3.087

pred-discriminant_cat1 −0.035 −0.158 −0.263
pred-discriminant_cat2 0.144 −0.036 −0.453
pred-discriminant_cat3 0.046 0.196 −0.096
confidence-discriminant 0.474 0.414 0.971

This model utilises the predictions and their confidence from the abovementioned
models. Their importance in the final meta-model is depicted in Figure 4.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 20 of 29 
 

Hence, we supposed that combining these models could lead to an improved identifica-
tion of the appropriate unemployment duration category. 

The final meta-model was created using logistic regression and predicts not only the 
category of the unemployment duration for individual jobseekers but also the probabili-
ties of all unemployment categories according to duration. Subsequently, jobseekers are 
assigned to the unemployment duration category with the highest probability, or prede-
termined criteria based on these probabilities can be made to categorise the jobseekers. 
The following results were obtained using the highest probability as the determinant for 
categorising jobseekers. Table 15 provides details on the logistic regression model and its 
coefficients, with the reference category being the first category, that is up to 3 months.  

Table 15. Coefficients of the logistic regression meta-model. 

Unemployment Duration 3–6 Months 6–12 Months More than 12 Months 
Intercept −2.014 0.475 −0.686 

pred-CART_cat1 0.102 −0.738 −1.745 
pred-CART_cat2 0.870 −0.390 −2.266 
pred-CART_cat3 0.425 −0.023 −1.361 
confidence-CART 0.759 −2.932 3.768 
pred-CHAID _cat1 −0.074 −0.451 −2.591 
pred-CHAID _cat2 0.602 −0.054 −1.861 
pred-CHAID _cat3 0.380 0.336 −1.820 
confidence-CHAID 2.379 2.375 3.087 

pred-discriminant_cat1 −0.035 −0.158 −0.263 
pred-discriminant_cat2 0.144 −0.036 −0.453 
pred-discriminant_cat3 0.046 0.196 −0.096 
confidence-discriminant 0.474 0.414 0.971 

This model utilises the predictions and their confidence from the abovementioned 
models. Their importance in the final meta-model is depicted in Figure 4. 

 

Figure 4. Predictor importance in the final meta-model. 

Finally, we evaluated the final meta-model of logistic regression using the evaluation 
measures. The coincidence matrix for the testing set is shown in Table 16.  

  

Figure 4. Predictor importance in the final meta-model.



Appl. Sci. 2023, 13, 10146 21 of 30

Finally, we evaluated the final meta-model of logistic regression using the evaluation
measures. The coincidence matrix for the testing set is shown in Table 16.

Table 16. Coincidence matrix of final meta-model.

Unemployment
Duration

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Sum Correct [%]

up to 3 months 68,854 18,414 34,376 3381 125,025 0.551
3–6 months 40,017 33,368 35,863 2784 112,032 0.298
6–12 months 44,096 19,257 68,413 4910 136,676 0.501

more than 12 months 11,411 4467 15,962 118,740 150,580 0.789
sum 164,378 75,506 154,614 129,815 524,313 0.552

The cumulative 4-field confusion matrix for this model is presented in Table 17. The
rows show real situations, and the columns are the predictions of the unemployment
duration category from the model.

Table 17. Cumulative confusion matrix for final meta-model.

Unemployment
Duration Sum Correct Sum Incorrect Sum Correct [%]

sum correct 289,375 234,938 524,313 55.19
sum incorrect 234,938 1,338,001 1,572,939 85.06

sum 524,313 1,572,939 2,097,252 77.60
correct [%] 55.19 14.94

The evaluation measures for each category of unemployment duration and their
macro- and micro-averages for the entire final meta-model are presented in Table 18.

Table 18. Evaluation measures for the final meta-model.

Evaluation
Measure

Up to
3 Months 3–6 Months 6–12 Months More than

12 Months Macro-Average Micro-Average

sensitivity 55.07 29.78 50.05 78.86 53.44 55.19
specificity 76.08 89.78 77.76 97.04 85.16 85.06
precision 41.89 44.19 44.25 91.47 55.45 55.19

F-measure 47.58 35.59 46.97 84.69 53.71 55.19
accuracy 41.89 76.96 70.54 91.82 77.60 77.60

The final model achieved an average accuracy of 77.60% (both macro- and micro-
average), indicating that the predictions obtained from the model were correct in almost
78% of cases. In the category of jobseekers who were potentially unemployed for more
than 12 months, the model demonstrated a high accuracy of almost 92% and more than
91% precision. This implies that our model can accurately identify problematic jobseekers
at risk of long-term unemployment. When the model predicted that a jobseeker would
be unemployed for more than 12 months, this prediction was correct in more than 91%
of cases.

Moreover, the model also achieved high accuracy for jobseekers unemployed for
3–6 months and 6–12 months. Thus, if the model predicts these unemployment durations,
it is likely to be correct in most cases. The sensitivity of the overall model in correctly
identifying the appropriate category of unemployment duration was over 53% (macro-
average) or over 55% (micro-average).
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4. Discussion

When creating the CART model, the CHAID model, and the discriminant model, the
history of the previous unemployment of the jobseeker, which was represented by variables
such as the number of days from the last occupation to the current registration, the number
of previous registrations, and the average number of days spent in unemployment per year,
was found to be the most important factor in predicting unemployment duration. This is
essentially related to the findings of a study [61] where the authors sent fictitious resumes
to job offers in the US to see if unemployment debt affects whether a potential employer
will contact them for an interview. And they found that the probability of being invited to
a job interview decreases as the period of unemployment increases.

In the case of the created CHAID model, whose ability to predict the correct classifica-
tion into one of the four groups of the duration of unemployment of jobseekers is almost
70% accurate, the level of education and age also proved to be important predictors in addi-
tion to the unemployment history of the jobseeker, which was in the ten component models
of the boosted CHAID model. Similarly, in [17], the author found that age negatively affects
the probability of employment, which can be explained by the fact that older workers are
less adaptable to changing labour market conditions. On the contrary, the level of education
achieved by a jobseeker positively affects their probability of employment, which means
that people with higher education can look for work more effectively. These findings are in
accordance with the findings of the study [62] on the conditions of the Slovak Republic,
where the authors confirmed that the probability of employment is higher for persons with
a lower age and higher education. In [63], the author developed a simulator to predict the
duration of unemployment of jobseekers. Based on the results of the MCA analysis that
was carried out, the area of permanent residence and age appear to be significant variables
influencing the duration of unemployment of jobseekers. When creating a multinomial
regression model, not only the area of permanent residence and age but also gender and
level of education or diploma appear as statistically significant variables that impact the
duration of unemployment of jobseekers.

The logistic regression meta-model created by us can predict the category of the
length of unemployment for individual job seekers with an accuracy of almost 78%. It
distinguishes four categories of unemployment duration: up to 3 months, 3–6 months,
6–12 months, and more than 12 months. In the study by [64], the authors use a logistic
regression model to include an individual in one of two categories of unemployment dura-
tion, namely short-term (up to 12 months) and long-term unemployment (over 12 months),
during a period of economic boom and fall in Estonia. The models created in this study,
based on the Nagelkerke R Square value, described the variability of the dependent variable
in the range of only 0.001–0.044.

5. Conclusions

In this study, we aimed to predict the duration of unemployment of jobseekers in
Slovakia using an ensemble model created through the stacking method. Our approach
involved developing three models using CART, CHAID, and discriminant analysis tech-
niques. These models provided predictions for unemployment duration, and their out-
puts and confidence were used as input variables for a final meta-model created via
logistic regression.

If we were to examine the predictive ability of certain models in greater detail, the first
model we developed was the CART model. Using a boosting technique, the CART model
was constructed to improve its accuracy. Based on the macro- and micro-averages of the
CART model evaluation statistics, we can conclude that the model’s prediction accuracy
exceeded 77%. This indicates that the given model accurately placed unemployed job
seekers into one of the four categories of unemployment duration with an accuracy of
greater than 77%. This model had the highest sensitivity (up to 75.84%) for identifying the
category of long-term unemployed job seekers (those unemployed for more than 12 months).
The CHAID model was the second model created. This model’s accuracy in predicting
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the duration of unemployment of jobseekers was slightly lower than the previous model,
at approximately 70%. Thus, almost 70% of the time, the model’s predictions regarding
the length of unemployment for job seekers in one of the four categories were accurate.
The CHAID model performed best in identifying the category of job seekers who had been
unemployed for over a year, with a sensitivity of over 50%. The last model we developed
was the discriminant model. This model’s overall accuracy was greater than 66%. The
average accuracy of the model’s predictions regarding the duration of unemployment of
job seekers in one of the four categories was 66%. With a sensitivity of over 64%, this
model demonstrated the best performance in the category of unemployment duration of
unemployed job seekers within three months.

Our ensemble model for predicting unemployment duration achieved an overall
accuracy of 77.60%. The final model classified unemployed job seekers into one of four
groups of duration of unemployment: within three months, between three and six months,
between six and twelve months, and more than twelve months. For the category of un-
employment up to 3 months, the model’s accuracy was nearly 42%; for the category of
unemployment from 3 to 6 months, the model’s accuracy exceeded 76%; and for the cate-
gory of unemployment from 6 to 12 months, the model’s accuracy was 70.54%. Notably, it
exhibited exceptional performance in predicting the unemployment duration of jobseekers
who remained unemployed for more than 12 months, with an accuracy of nearly 92% and
a precision exceeding 91%. This indicates the potential of our model to identify those
jobseekers threatened with long-term unemployment accurately.

In addition, when examining the significance of the individual predictors of unem-
ployment duration in the individual models, unemployment history, level of education,
and age appear to be important. Our findings highlight the significance of a jobseeker’s
unemployment history in determining their future unemployment duration. This implies
that prior unemployment experiences can serve as valuable indicators for forecasting the
length of unemployment of jobseekers. The performance of our ensemble model empha-
sises the potential practical applications of our research. As the ensemble model was shown
to be very accurate at predicting long-term unemployment (over 12 months), it has the
potential to aid employment offices in identifying unemployed individuals who may be
at a greater risk of long-term unemployment. By accurately predicting unemployment
durations, policymakers and employment agencies can devise targeted interventions and
support systems to assist jobseekers in finding employment more effectively.

The continuation of this study could be aimed at verifying the prediction ability of the
created ensemble model during the following period. For this purpose, it will be necessary
to obtain new data from the Ministry of Labour, Social Affairs and Family of the Slovak
Republic. It would be appropriate to verify the functionality of the model in a non-standard
situation, such as the one brought about by the COVID-19 pandemic, which had a strong
impact on unemployment. If it is possible due to the availability of data, we also intend to
verify the functionality of the model on data from another country, after taking the national
specifics into account.

In addition, we want to focus on the application of several machine learning methods
to strengthen the predictive ability of the created model in those categories of unemploy-
ment duration where its strength was lower.
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Appendix A. Dendrogram of the CART Model
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Appendix B. CART Model in Rules
Rules for cat1—contains two rules
Rule 1: if age ≤ 28.5 and average unemployment ≤ 37.774 and n_previous_registrations = 0 and intervened = 0 then cat1
Rule 2: if n_previouos_nointerventions ≤ 14 and n_previous_registrations ≤ 14 and n_previous_interventions in ≤ 1
then cat1
Rules for cat2—contains two rules
Rule 1: if cumulative > 0.5 and cumulative ≤ 91.5 and n_previouos_nointerventions = 0 and n_previous_registrations ≤ 14
and n_previous_interventions ≤ 1 then cat2
Rule 2: if n_previous_registrations ≤ 14 and n_previous_interventions in [ 2 3 4 5 6 7 8 9 10 11 12 ] then cat2
Rules for cat3—contains three rules
Rule 1: if age > 28.5 and age > 58.5 and n_previous_registrations = 0 and intervened = 0 then cat3
Rule 2: if cumulative ≤ 0.5 and n_previouos_nointerventions = 0 and n_previous_registrations ≤ 14 and
n_previous_interventions ≤ 1 then cat3
Rule 3: if cumulative > 91.500 and n_previouos_nointerventions = 0 and n_previous_registrations ≤ 14 and
n_previous_interventions ≤ 1 then cat3
Rules for cat4—contains three rules
Rule 1: if age ≤ 28.5 and average unemployment > 37.774 and n_previous_registrations = 0 and intervened = 0 then cat4
Rule 2: if age > 28.5 and age ≤ 58.5 and n_previous_registrations = 0 and intervened = 0 then cat4
Rule 3: if n_previous_registrations = 0 and intervened = 1 then cat4
Default: cat4

Appendix C. CHAID Model in Rules
Rules for cat1—contains 21 rules
Rule 1: if intervened = 0 and age ≤ 20 and education ≤ 2 then cat1
Rule 2: if intervened = 0 and age ≤ 20 and education > 2 and education ≤ 4 then cat1
Rule 3: if intervened = 0 and age ≤ 20 and education > 4 and cumulative ≤ 183 then cat1
Rule 4: if intervened = 0 and age ≤ 20 and education > 4 and cumulative > 183 then cat1
Rule 5: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment ≤ 7.593 and education ≤ 6 then cat1
Rule 6: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment ≤ 7.593 and education > 6 then cat1
Rule 7: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment > 7.593 and average unemploy-
ment ≤ 25.657 then cat1
Rule 8: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment > 25.657 and average unemploy-
ment ≤ 77.935 and n_previouos_nointerventions = 0 then cat1
Rule 9: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment > 25.657 and average unemploy-
ment ≤ 77.935 and n_previouos_nointerventions > 0 then cat1
Rule 10: if intervened = 0 and age > 20 and age ≤ 24 and average unemployment > 77.935 then cat1
Rule 11: if intervened = 0 and age > 24 and age ≤ 28 and average unemployment ≤ 15.711 and education ≤ 7 then cat1
Rule 12: if intervened = 0 and age > 24 and age ≤ 28 and average unemployment ≤ 15.711 and education > 7 then cat1
Rule 13: if intervened = 0 and age > 24 and age ≤ 28 and average unemployment > 15.711 and average unemploy-
ment ≤ 37.968 then cat1
Rule 14: if intervened = 0 and age > 24 and age ≤ 28 and average unemployment > 37.968 and cumulative > 0 then cat1
Rule 15: if intervened = 0 and age > 28 and age ≤ 32 and n_previouos_nointerventions ≤ 0 and average unemployment
≤ 37.968 then cat1
Rule 16: if and intervened = 0 and age > 28 and age ≤ 32 and n_previouos_nointerventions > 0 then cat1
Rule 17: if intervened = 0 and age > 32 and age ≤ 42 and n_previouos_nointerventions > 0 and cumulative ≤ 183 then
cat1
Rule 18: if intervened = 0 and age > 32 and age ≤ 42 and n_previouos_nointerventions > 0 and cumulative > 183 then cat1
Rule 19: if intervened = 0 and age > 42 and age ≤ 48 and n_previouos_nointerventions > 0 then cat1
Rule 20: if and intervened = 0 and age > 48 and age ≤ 54 and n_previous_registrations > 0 then cat1
Rule 21: if intervened = 1 and n_previous_interventions ≤ 0 and works_before_registration > 361 and
works_before_registration ≤ 1 499 then cat1
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Rules for cat2—contains five rules
Rule 1: if intervened = 1 and n_previous_interventions ≤ 1 and works_before_registration ≤ 19 then cat2
Rule 2: if intervened = 1 and n_previous_interventions ≤ 1 and works_before_registration > 19 then cat2
Rule 3: if intervened = 1 and n_previous_interventions > 1 and n_previous_interventions ≤ 2 then cat2
Rule 4: if intervened = 1 and n_previous_interventions > 2 and n_previous_interventions ≤ 4 then cat2
Rule 5: if intervened = 1 and n_previous_interventions > 4 then cat2
Rules for cat3—contains 25 rules
Rule 1: if dis3 = 1 and n_previous_registrations ≤ 1 and works_before_registration = 0 and marital_status = 0 or 1 then
cat3
Rule 2: if dis3 = 1 and n_previous_registrations ≤ 1 and works_before_registration = 0 and marital_status = 2 or 3 or 4
then cat3
Rule 3: if dis3 = 1 and n_previous_registrations ≤ 1 and works_before_registration > 361 and works_before_registration
≤ 1 499 then cat3
Rule 4: if dis3 = 1 and n_previous_registrations ≤ 1 and works_before_registration > 1 499 then cat3
Rule 5: if dis3 = 1 and n_previous_registrations > 1 and works_before_registration ≤ 1 then cat3
Rule 6: if dis3 = 1 and n_previous_registrations > 1 and works_before_registration > 1 then cat3
Rule 7: if intervened = 0 and age > 24 and age ≤ 28 and average unemployment > 37.968 and cumulative ≤ 0 then cat3
Rule 8: if intervened = 0 and age > 28 and age ≤ 32 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment > 37.968 then cat3
Rule 9: if and intervened = 0 and age > 32 and age ≤ 42 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment ≤ 25.657 then cat3
Rule 10: if intervened = 0 and age > 32 and age ≤ 42 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment > 25.657 and average unemployment ≤ 77.935 then cat3
Rule 11: if intervened = 0 and age > 32 and age ≤ 42 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment > 77.935 then cat3
Rule 12: if intervened = 0 and age > 42 and age ≤ 48 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment ≤ 15.711 then cat3
Rule 13: if intervened = 0 and age > 42 and age ≤ 48 and n_previouos_nointerventions ≤ 0 and average unemploy-
ment > 15.711 then cat3
Rule 14: if intervened = 0 and age > 48 and age ≤ 54 and n_previous_registrations ≤ 0 and gender = 1 then cat3
Rule 15: if intervened = 0 and age > 48 and age ≤ 54 and n_previous_registrations ≤ 0 and gender = 2 then cat3
Rule 16: if intervened = 0 and age > 54 and average unemployment ≤ 15.711 then cat3
Rule 17: if intervened = 0 and age > 54 and average unemployment > 15.711 then cat3
Rule 18: if intervened = 1 and n_previous_interventions = 0 and works_before_registration ≤ 0 and age ≤ 20 then cat3
Rule 19: if and intervened = 1 and n_previous_interventions = 0 and works_before_registration ≤ 0 and age > 20 and age
≤ 28 then cat3
Rule 20: if intervened = 1 and n_previous_interventions = 0 and works_before_registration = 0 and age > 28 then cat3
Rule 21: if intervened = 1 and n_previous_interventions = 0 and works_before_registration ≤ 19 and age ≤ 28 then cat3
Rule 22: if intervened = 1 and n_previous_interventions = 0 and works_before_registration ≤ 19 and age > 28 and
age ≤ 42 then cat3
Rule 23: if intervened = 1 and n_previous_interventions = 0 and works_before_registration ≤ 19 and age > 42 then cat3
Rule 24: if intervened = 1 and n_previous_interventions = 0 and works_before_registration > 19 and
works_before_registration ≤ 361 then cat3
Rule 25: if intervened = 1 and n_previous_interventions = 0 and works_before_registration > 1 499 then cat3
Rules for cat4—contains 12 rules
Rule 1: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age ≤ 24 then cat4
Rule 2: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age > 24 and age ≤ 54 and
works_before_registration = 0 then cat4
Rule 3: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age > 24 and age ≤ 54 and and
works_before_registration ≤ 1 then cat4
Rule 4: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age > 24 and age ≤ 54 and
works_before_registration > 1 and works_before_registration ≤ 361 then cat4
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Rule 5: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age > 24 and age ≤ 54 and
works_before_registration > 361 then cat4
Rule 6: if dis3 = 1 and n_previous_registrations = 0 and intervened = 0 and age > 54 then cat4
Rule 7: if dis3 = 1 and n_previous_registrations = 0 and intervened = 1 and works_before_registration = 0 and gender = 1
then cat4
Rule 8: if dis3 = 1 and n_previous_registrations = 0 and intervened = 1 and works_before_registration = 0 and gender = 2
then cat4
Rule 9: if dis3 = 1 and n_previous_registrations = 0 and intervened = 1 and works_before_registration ≤ 361 and
marital_status = 1 or marital_status = 4 then cat4
Rule 10: if dis3 = 1 and n_previous_registrations = 0 and intervened = 1 and works_before_registration ≤ 361 and
marital_status = 2 or marital_status = 3 then cat4
Rule 11: if dis3 = 1 and n_previous_registrations = 0 and intervened = 1 and works_before_registration > 361 then cat4
Rule 12: if dis3 = 1 and n_previous_registrations = 1 and works_before_registration ≤ 361 then cat4
Default: cat3
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