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Abstract: This paper addresses the issue of course keeping control (CKC) for unmanned surface
vehicles (USVs) under network environments, where various challenges, such as network resource
constraints and discontinuities of course and yaw caused by data transmission, are taken into account.
To tackle the issue of network resource constraints, an event-sampled scheme is developed to obtain
the course data, and a novel event-sampled adaptive neural-network-based state observer (NN–SO)
is developed to achieve the state reconstruction of discontinuous yaw. Using a backstepping design
method, an event-sampled mechanism, and an adaptive NN–SO, an adaptive neural output feedback
(ANOF) control law is designed, where the dynamic surface control technique is introduced to solve
the design issue caused by the intermission course data. Moreover, an event-triggered mechanism
(ETM) is established in a controller–actuator (C–A) channel and a dual-channel event-triggered
adaptive neural output feedback control (ETANOFC) solution is proposed. The theoretical results
show that all signals in the closed-loop control system (CLCS) are bounded. The effectiveness is
verified through numerical simulations.

Keywords: unmanned surface vehicles (USVs); event-sampled mechanism; adaptive neural state
observer; output feedback control; adaptive neural control

1. Introduction

USVs are highly regarded in the field of ocean engineering and have attracted attention
from various disciplines, including control systems and ship engineering [1–4]. In practice,
the practical tasks of USVs include path following, tracking control, stability control,
dynamic positioning, and CKC [5,6]. For these control tasks, the issue of CKC is one of the
most common control problems, which is to make USVs sail along a given trajectory by
controlling the steering equipment [7–9].

For the issue of CKC, many effective design approaches have been reported, such as
active disturbance rejection control (ADRC) [10], PID [11], backstepping [12], sliding mode
control (SMC) [13], and H∞ [14]. Furthermore, intelligent ADRC [15], fuzzy PID [16,17],
neural PID [18], adaptive backstepping [19], and non-fragile H∞ [20] are proposed to
resolve the issue of CKC for USVs. Under these control schemes, the desired control
performance was obtained. However, these control schemes are based on the assumption
that the course and yaw must be continuously available. Unfortunately, the navigation
control of USVs is carried out under a network environment, which implies that the
continuous signals required by the navigation control cannot be obtained. For such a
case, under a network environment, the superior control schemes mentioned above cannot
be transplanted to resolve such CKC design issues of USVs since the signals cannot be
guaranteed to be transmitted continuously.

Under a network environment, the CKC system of USVs is a typical cyber-physical
system. In this case, several challenging problems should be taken into account in the
control design, for example, the network resource constraint problem caused by the net-
work bandwidth, the discontinuity of course and yaw caused by the data transmission
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process, and so on. In the existing works, event-triggering control (ETC) [21,22] can reduce
the data transmission such that the constrained issue of network resource can be relaxed.
Unlike the traditional time-triggered control methods, in the ETC-based method, an ETM
is constructed in the controller–actuator (C–A) channel. Thus, the control commands are
transmitted as long as the preset triggering condition is satisfied. In this context, several
ETC-based schemes were reported for the control issue of USVs, like course tracking con-
trol [23], tracking control [24,25], and stable control [26]. However, the event-triggering
mechanism (ETM) in references [23–26] is only established between the controller and the
actuator, which implies that the transmission of course data cannot be resolved. To further
save the network resources, it is essential that a minimum amount of data is transmit-
ted, i.e., in reducing the transmission of control commands and course data at the same
time. Obviously, there is a need to explore a new method to solve the problem of limited
network resources.

Based on the above observation, this work discusses an event-sampled adaptive neural
CKC problem for USVs. An ETM is established in the sensor–controller (S–C) channel,
and an event-sampled mechanism (ESM) is developed to obtain the course data, such
that only the intermittent course data are transmitted in the control design. To resolve
the control design issue caused by the absence of yaw, a novel event-sampled adaptive
NN–SO is developed to achieve the refactoring of yaw. In addition, to save the network
resource, a ETM is established in the controller–actuator (C–A) channel. Finally, a dual-
channel ETANOFC solution is proposed. In comparison with the existing results, the main
contributions of this work can be listed as follows:

• A dual-channel (S–C and C–A channels) ETANOFC solution is developed. Com-
pared with the existing works [23–26], the developed control solution only needs the
intermittent output signal, i.e., intermittent course data.

• A novel NN-based state observer is developed, and its benefits are doubled, i.e., the
transmitted data are further reduced due to the yaw being exempted from transmis-
sion, and the state reconstruction of the discontinuous course data is realized.

This paper is structured as follows. The problem formulation and preparation are
revealed in Section 2. The observer design of ETANOFC is presented in Section 3. The con-
trol law design of ETANOFC and simulation are shown in Section 4. The conclusion is
presented in Section 5.

Notations: In this paper, ‖A‖ represents the 2-norm of A. B̃ = B− B̂ represents the
error between the unknown parameter B and its estimate value B̂. C̄ represents an upper
bound on C, i.e., C ≤ C̄.

2. Problem Formulation and Preliminaries
2.1. Problem Formulation

In the vessel CKC system of USVs, the Nomoto model [7] is usually used to describe the
motion process of vessel steering. However, the applicability of Nomoto model is limited,
since it is obtained under the condition of small steering angle and low frequency steering.
Due to the manipulation process, vessels have the typical nonlinear characteristics [8].
In addition, USVs are characterized by fast steering and large slalom. Therefore, in the
control design, it is appropriate to invoke the nonlinear model of Norbbin [9], which can be
described as

ψ̈ + hg(ψ̇) = bδ + d (1)

where ψ is the vessel course; h and b are the parameters associated with the manipulation
feature, cymbiform, loading capacity, and speed; δ is the steering angle; d is the equiva-
lent disturbance; and g(ψ̇) = a1ψ̇ + a2ψ̇3 is a nonlinear function on the angular turning
speed of the vessel.
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Remark 1. To better carry out offshore operations, the control scheme of USVs must be highly
adaptable and flexible. In addition to considering the control algorithm, the kinematic mathematical
model of the USVs should also be considered, and a suitable mathematical model can better describe
the motion state of the USVs. The mathematical models commonly used to solve the heading control
problem of USVs include the Nomoto model and Norbbin model. The Nomoto model is a linear
model which is used to describe the motion characteristics of the ship in a straight line, and it is
difficult to describe the nonlinear control of the ship in the turning state. In this case, the Norbbin
model is usually selected. Compared with the Nomoto model, the Norbbin model can better describe
the steering of USVs.

Let χ1 = ψ, χ2 = ψ̇ and τ = δ . Furthermore, according to (1), one can obtain
χ̇1 = χ2

χ̇2 = f (χ2) + bτ + d

y = χ1

(2)

where f (χ2 = −g(χ2)), τ ∈ R is the control input, and y ∈ R is the control output, i.e., the
ship course ψ.

To facilitate the design and analysis, the following assumptions regarding the system (1)
are listed.

Assumption 1. The equivalent disturbance d is bounded, that is, |d| ≤ δ with δ being a constant.

Assumption 2. The nonlinear term g(ψ̇) and parameter b are unknown.

Assumption 3. The reference course yr is smooth, and ẏr and ÿr are bounded.

Remark 2. In this work, the above assumptions are formulated to solve the CKC problem of USVs
in a network environment with network resource constraints and discontinuities of course and
yaw caused by data transmission. USVs are certainly subject to disturbances from the external
environment during actual navigation. Therefore, an equivalent disturbance d is introduced, which
is time-varying and bounded. If the equivalent disturbance d is not bounded, then it is unreasonable,
and a control design method that satisfies this condition does not exist for the time being. From the
point of view of engineering practice, the interference to which any USVs are subjected must be
bounded, and the control scheme designed under this premise is reasonable. Assumption 2 implies
that no prior knowledge of the USV model parameters is required when developing the control
scheme. In order to ensure that the ideal trajectory yr of the USV can be described by a smooth
curve, and to ensure the rationality of the control design scheme, Assumption 3 is proposed for
this purpose.

Remark 3. In practice, due to the modeling technique, ship maneuvering environment, external
disturbance, etc., the model parameters are difficult to obtain accurately. In addition, the nonlinear
characteristic is inherent in the ship maneuvering model. During maneuvering, the USV is
inevitably affected by the external disturbance, and the energy of external disturbance is finite.
Otherwise, the safety of USVs cannot be guaranteed, so there is no need to discuss the control issue.
It is a common requirement for the smoothness of yr, and such a requirement is also involved in
references [14,19,20]. Therefore, Assumptions 1–3 are reasonable.

For the navigation problem of USVs, the cyber-physical system must be a core commu-
nication pathway, which is used to realize the data transmission between the vessel and the
shore. However, the fact remains that the communication capacity of the network is finite
due to the constraint of bandwidth. To address this, it is critical to retrench the network
resources. In this context, only the signal of the vessel course is transmitted, and this work
in the control design only involves the intermittent course data. To implement such a task,
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an ESM is constructed in the S–C channel in order to obtain the intermittent course data.
The ESM is designed as follows:{

ψ̆(t) = ψ(tκ), ∀t ∈ [tκ , tκ+1), k ∈ N

tκ+1 = inf
{

t > tκ ||eψ |≥ β
} (3)

where tκ is the sample time constant, eψ = ψ− ψ̆ is the sample error of vessel course, β is a
design constant, and N is the set of natural numbers.

Remark 4. The ESM proposed in (3) is designed based on the intermittent course data, and has
the characteristics of cooperation between sensor and ETM. Compared with continuous sampling,
the ESM can quickly obtain intermittent heading data, effectively reduce the course data transmitted
by the USVs to the shore, and save network communication resources. In addition, the amount of
sensor–controller channel heading data transmission decreases, thus reducing the computational
workload of the controller.

Control objective: For the vessel CKC system of the USVs described by (1), under the
Assumptions 1–3, we will establish an event-triggered control solution when only the
intermittent course data are available, such that the vessel course ψ can track ψr, and all
signals in the CLCS of the vessel course are guaranteed to be bounded.

2.2. Preliminaries

Lemma 1 ([24]). Any given continuous function, f (x), can be approximated using an RBF-NN
in the from of (5)

f (x) = ϑ∗Tξ(x) + ε (4)

where ϑ∗ =
[
ϑ∗1 , · · · , ϑ∗ι

]T , ξ(x) = [ξ(x)1, · · · , ξ(x)ι]T and ε are the weight vector, basis function
vector, and approximate error, respectively. Here, ‖ϑ∗‖ and |ε| satisfy ‖ϑ∗‖ ≤ ϑ̄ and |ε| ≤ ε̄ ,
respectively, and ι is the node number. In this work, ξ(x)i(0 < i ≤ ι) is chosen as

ξi(x) = exp
(
−‖x− ci‖2/w2

i

)
(5)

where ci = [ci,1, · · · , ci,ι] and wi are the center field and width, respectively.

Lemma 2 ([25]). For the RBF-NN with the basis function vector ξ(x), if x̂ is the input vector
of basis function vector, and x− x̂ = σ with σ being a bounded vector, there is a bounded vector,
such that

ξ(x)− ξ(x̂) = σ̄ (6)

where σ̄ satisfies ‖σ̄‖ ≤ ς with ς being a constant.

Lemma 3 ([26]). Given h̄ > 0 and scalar ω ∈ R , there is the following relationship:

0 ≤ |ω| −ω tanh(ω/h̄) ≤ 0.2785/h̄ (7)

3. Observer Design
3.1. NN-Based State Observer Design

In this subsection, to solve the issue of the constraint of bandwidth, a neural-network-
based state observer using only intermittent course data is designed, and the stability
analysis is also presented. The detailed processes are presented below.
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From (2), the nonlinear model of Norbbin can be rewritten as{
χ̇1 = χ2

χ̇2 = H(χ2, τ) + d
(8)

Here, H(χ2, τ) = f (χ2) + bτ. According to Assumption 1, one can establish that H(χ2, τ)
is unknown. In addition, recalling Lemma 1, one can see that H(χ2, τ) can be approximated
by RBF-NN ϑ∗Tξ(x), i.e.,

H(s) = ϑ∗Tξ(s) + εh (9)

where s = [xT , τ]T and εh is the approximate error, which satisfies |εh| ≤ ε̄h. Furthermore,
one can obtain {

χ̇1 = χ2

χ̇2 = ϑ∗Tξ(s) + dh
(10)

where dh = d + εh.
According to (10), design the following the NN-based state observer:

˙̂χ1 = χ̂2 + k1(χ̆1 − χ̂1)

µ̇ = ϑ̂Tξ(ŝ) + k(χ̆1 − χ̂1)

χ̂2 = µ + k2(χ̆1 − χ̂1)

(11)

with the adaptive law

˙̂ϑ = Λ
(

ξT(ŝ)(χ̆1 − χ̂1)− ηϑ̂
)

(12)

where χ̆1 = ψ̆ and ŝ = [xT , τ]T ; χ̂1, χ̂2 and ϑ̂ are, respectively, the estimates of χ1, χ2 and ϑ;
k, η, k1, and k2 are the design parameters and Λ is a design matrix.

Remark 5. The CKC of USVs under a network environment is susceptible to influences from
various sources. Under the influence of a network environment and an external environment,
the course and yaw data collected by the sensors of USVs are difficult to continuously transmit to
the control center at the shore end. Then, the continuous transmission of course and yaw data is the
key to ensuring the safety of the course of USVs. To do this, an observer is undoubtedly an effective
tool. The observer can be used to improve the accuracy of the transmitted data, thus improving
the control performance. At the same time, the observer can also indirectly obtain the signal of
ψ̇ using the intermittent course data of the USV, which not only saves the cost of installing yaw
sensors, but also greatly improves the efficiency of yaw data transmission. Nowadays, there are many
kinds of observers, such as state observers, disturbance observers [27], sliding mode observers [28],
extended state observers [29], and so on. All of these observers have the function of reconstructing
the uncertain state signals inside the system, but they all have to be based on the assumption that
the course and yaw are continuous, which undoubtedly makes the work lose effectiveness. Therefore,
an NN–SO (11) is designed to resolve the lose effectiveness problem, which does not depend on
continuous course data.

Remark 6. In references [30–33], several various observers are also designed to achieve the refac-
toring of the system state, in which the signal χ̆1 must be continuous. In addition, the control gain
b must be known if the observer [30–33] is employed. From (11) and (12), the difference between the
proposed observer and the existing observer is that χ̆1 can be discontinuous, which imples that the
proposed observer is more practical.
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Let χ̃1 = χ1 − χ̂1, χ̃2 = χ2 − χ̂2 and ϑ̃ = ϑ− ϑ̂. χ̃1, χ̃2, and ϑ̃ are the estimate errors of
χ1, χ2 and ϑ, respectively. And then, the observer error dynamic can be rewritten as{

˙̃χ1 = χ̃2 − k1χ̃1 − k1(χ̆1 − χ1)

˙̃χ2 = ϑ̃Tξ(ŝ) + ρd − k2χ̃2 + k2χ2 − (k− k1k2)χ̃1 − (k− k1k2)(χ̆1 − χ1)
(13)

where ρd = ϑ̃T(ξ(s)− ξ(ŝ)) + dh.

Remark 7. Due to ∀t ∈ [tκ , tκ+1), ˙̆ψ(t) = 0, ˙̆χ1 will not appear in (13). In addition, the differen-
tial term of ˙̂χ2 is not involved in the design process of a NN-based state observer (11), and ˙̆χ1 will
only appear in the theoretical derivation and stability analysis. Moreover, we will design filters in
the control law design to filter the pulse signal that may appear.

3.2. Stability Analysis of State Observer Design

Theorem 1. For the CKC system (1), under Assumptions 1–3, the NN-based observer (10) with
the adaptive law (11) can estimate the states of the system (1) if the design parameters ι, k, η, k1, k2,
and Λ can guarantee the following conditions:

kk1 > ι− k

k2 > 2(l + k)

η > 2 + 0.5a−1

(14)

Proof. Consider the following Lyapunov function for the NN-based state observer

LVo =
k
2

χ̃2
1 +

1
2

χ̃2
2 +

1
2

ϑ̃TΛ−1ϑ̃ (15)

Differentiating LVo and using (13), yield

L̇Vo =− kk1χ̃2
1 − kk1χ̃1(χ̆1 − χ1)− k2χ̃2

2 + (χ̃2 − χ̃1)ϑ̃
Tξ(ŝ) + ηϑ̃T ϑ̂ + ρdχ̃2

− ϑ̃Tξ(ŝ)(χ̆1 − χ1) + k2χ2χ̃2 + k1k2χ̃1χ̃2 − (k− k1k2)(χ̆1 − χ1)χ̃2 (16)

According to the ETM (3), one has |χ̆1 − χ1| ≥ β for ∀t ∈ [t f , t f+1). In addition,
from the feature of the basis function ξ(ŝ), one has ‖ξ(ŝ)‖ ≤

√
ι. Furthermore, according to

Assumption 2, one can obtain |ρd| ≤ ς with ς being a constant. In practice, the steering δ
is a constraint, which implies that χ2 satisfies |χ2| ≤ θ with θ being a constant. Therefore,
the following inequalities hold using Young’s inequality [25]:

−kk1χ̃1(χ̆1 − χ1) ≤
kk1

2
χ̃2

1 +
kk1

2
β2 (17)

(χ̃1 − χ̃2)ϑ̃
Tξ(ŝ) ≤ l

2

(
χ̃2

2 + χ̃2
1

)
+ ‖ϑ̃‖2 (18)

ϑ̃Tξ(ŝ)(χ̆1 − χ1) ≤
1
4a
‖ϑ̃‖2 + aιβ2 (19)

ρdχ̃2 ≤
1
4

χ̃2
2 + 4ς2 (20)

ϑ̃T ϑ̂ ≤ −1
2
‖ϑ̃‖2 +

1
2
‖ϑ‖2 (21)
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kχ̃1χ̃2 ≤
k
2

χ̃2
1 +

k
2

χ̃2
2 (22)

k1k2(χ̆1 − χ1)χ̃2 ≤
k2

4
χ̃2

2 + k2k2
1β2 (23)

where a is a design parameter.
Using (17)–(23), (16) can be rewritten as

L̇Vo ≤−
kk1 − ι− k

2
χ̃2

1 −
k2 − 2ι− 2k

4
χ̃2

2 −
(

η − 2
2
− 1

4a

)
‖ϑ̃‖2 +

η

2
‖ϑ‖2

+ 4ς2 + aιβ2 + k2k2
1β2 +

kk1

2
β2

≤− ϕLVo + v (24)

where ϕ = min
{

kk1 − ι− k, k2−2ι−2k
2 ,

(
η − 2− 1

2a

)
λmin(Λ)

}
and v = η

2 ‖ϑ‖
2 + 4ς2 +

aιβ2 + k2k2
1β2 + kk1

2 β2. Recalling (24), one can obtain

LVo ≤ −
(

v

ϕ
− LVo (0)

)
exp(−ϕt) +

v

ϕ
(25)

where LVo (0) is the initial value of LVo. This implies that LVo is bounded and its upper
bound can be adjusted to be as small as desired. Furthermore, from (15), one can understand
that χ̃1, χ̃2, and ϑ̃ are bounded, which indicates that the NN-based state observer (10) can
estimate the states of the CKC system (1) in real time as long as Equation (24) can be held.
Thus, Theorem 1 is proved.

4. Control Design

Here, the control law for the CKC system is presented using the backstepping design
framework. To avoid the design obstacle caused by the ESM in the control design, a filter is
introduced. In addition, to handle the unknown nonlinear term and external disturbance,
an indirect adaptive NN is developed, in which there is one unknown constant to be
updated online.

4.1. Control Law Design

The following error variables are defined before the control design:

s1 = χ1 − yd (26)

s2 = χ2 − α (27)

where α is obtained by filtering through the intermediate control law α f . Here, the filter
version α is generated by

t f α̇ + α = α f (28)

where t f is the filter constant.
Differentiating s1 and using (2), one can obtain

ṡ1 = χ2 − ẏd (29)

Furthermore, design the following intermediate control law without an event sample
ᾱ f = −k1s1 + ẏr, where k1 > 0 is a design constant. According to the ETM (3), one knows
that s1 is unavailable, i.e., ᾱ f is also unavailable. To do this, let s̆1 = χ̆1 − yd. From (25),
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one can obtain s1 = χ1 − χ̆1 + s̆1. In this case, the intermediate control law α f can be
designed as

α f = −k1 s̆1 + ẏr (30)

Substituting (30) into (29) yields

ṡ1 = s2 + α̃− k1 ŝ1 (31)

where α̃ = α− α f .

Remark 8. In the backstepping design method, there is a drawback, i.e., each step requires the
derivation of virtual control law. This can lead to a “differential explosion”. Therefore, dynamic
surface control technology was developed. Its core idea is to add a first-order filter to each step of the
backstepping design, and to convert the differential operation in the backstepping method into simple
algebraic operations. This method cannot only reduce the computational complexity, but also avoid
the “differential explosion”. To do this, the first-order filter (28) is introduced, which is endowed
with a double efficacy, i.e., the control design obstacles caused by ˙̆χ1 can be resolved and the control
design is also simplified.

Remark 9. From (3) and (30), one can understand that α f is non-smooth, since χ̆1 is the event-
sampled data, which implies that α f is not derivable. Under the backstepping design framework, α f
needs to be derivable. In this context, one introduces the filter (28), and the differentiation operation
of α f can be removed. As a result, the design obstacle caused by the ESM (3) can be solved.

Differentiating s2 and using (2), one can obtain

ṡ2 = f (χ2) + bτ + d− α̇ (32)

Let L = f (χ2) − α̇ + d + s1. According to Assumptions 1 and 2, one has that L is
unavailable. Furthermore, from Lemma 1, one can obtain

f (χ2)− α̇ = ϑ∗Tξ(x) + ε (33)

where x = [χ2, α̇]T . And then, implementing the following operation for L, one has

|L| = |ϑ∗Tξ(x) + s1 + ε + d| ≤ θφ(x) (34)

where θ = max{‖ϑ∗‖, |ε + d|, 1} and ϕ(x) = ‖ξ(x)‖ + |s1| + 1. Furthermore, using
(32)–(34), one can get

s2 ṡ2 ≤ |s2|θϕ(x) + bτ − s1s2 (35)

According to Lemma 3, one can get

|s2|θϕ(x) ≤ θs2 ϕ(x) tanh
(

s2 ϕ(x)
σ

)
+ 0.2785θσ (36)

where σ > 0 is a parameter defined by the user. Using (35) and (36), one can obtain

s2 ṡ2 ≤ θs2 ϕ(x) tanh
(

s2 ϕ(x)
σ

)
+ 0.2785θσ + s2bτ − s1s2 (37)

Design the following control law:

τ̆ = −k2s2 − θ̂ϕ(x) tanh
(

s2 ϕ(x)
σ

)
(38)
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the adaptive law,

˙̂θ = εs2 ϕ(x) tanh
(

s2 ϕ(x)
σ

)
− cθ̂ (39)

and the ETM,

τ(t) = τ̆(t`) ∀t ∈ [t`, t`+1)` ∈ N

tt+1 = inf{t > t`||z |≥ γ} (40)

where k2, ε, c and γ are the design parameters, and z = τ − τ̆ is the measurement error.
More specifically, to illustrate the proposed control scheme more intuitively and clearly,

the control system principle block diagram of USVs under a network environment is shown
in Figure 1.

Figure 1. The control diagram of USVs under network environment.

4.2. Stability Analysis of Control Law

According to the design above, one can summarize a theorem as follows.

Theorem 2. Considering the CKC model described by (1), under Assumptions 1–3 and the ESM
(3), the CLCS, consisting of the NN–SO (11), (12), filter (28), intermediate control law (30), control
law (38), (39), and ETM (40), has the following features:

1. All signals in the CLCS are bounded;
2. This can avoid the Zeno behavior.

Proof. Consider the following Lyapunov function for CLCS:

LVc =
1
2

s2
1 +

1
2

s2
2 +

1
2

α̃2 +
1

2εb
(θ − bθ̂)2 (41)
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Differentiating LVc and using (28), (31), and (37)–(39), one can obtain

L̇Vc ≤s1(s2 + α̃− k1 s̆) + s2

(
(θ − bθ̂)ϕ(x) tanh

(
s2 ϕ(x)

σ

)
− s1 + bz− bk2s2

)
+ α̃ ˙̃α− (θ − bθ̂)

(
s2 ϕ(x) tanh

(
s2 ϕ(x)

σ

)
− c

ε
θ̂

)
+ 0.2785σ

≤s1(α̃− k1 s̆) + s2bz− bk2s2
2 + α̃ ˙̃α +

c
ε

θ̂(θ − bθ̂) + 0.2785σ (42)

Due to α̃ = α− α f , one can understand that ˙̃α = α̇− α̇ f and α̇ = − α̃
t f

. According to

Assumptions 3 and [34], there exists a positive constant v satisfying |α̇ f | ≤ v. Furthermore,
one can obtain

α̃ ˙̃α ≤ −
(

1
t f
− 1

2

)
α̃2 +

1
2

v2 (43)

From s1 = χ1 − χ̆1 + s̆1 and the ESM, one can obtain

−s1 s̆ = −s2
1 + s1(χ1 − χ̂1) ≤ −

3
4

s2
1 + β2 (44)

In addition, according to the ETM (40), one can obtain |z| ≤ γ. Furthermore, one has

s2bz ≤ k2b
4

s2
2 +

bγ2

k2
(45)

Using Young’s inequation, one obtains

s1α̃ ≤ 1
2

s2
1 +

1
2

α̃2 (46)

θ̂(θ − bθ̂) ≤ − (θ − bθ̂)2

2b
+

θ2

2b
(47)

Substituting (43)–(47) into (42) yields

L̇Vc ≤−
(

3k1

4
− 1

2

)
s2

1 −
3bk1

4
s2

2 −
(

1
t f
− 1

2

)
α̃2 − c

2bε
(θ − bθ̂)2

+
1
2

v2 + k1β2 +
bγ2

k2
+

cθ2

2bε
+ 0.2785σ

≤− φLVc + ρ (48)

where ϕ = min
{(

3k1
2 − 1

)
, 3bk1

2 ,
(

1
t f
− 1

2

)
, c
}

and ρ = 1
2 v2 + k1β2 + bγ2

k2
+ cθ2

2bε + 0.2785σ.

Solving (48), one can obtain LVc ≤
(

ρ
φ − LVc(0)

)
exp(−φt) + ρ

φ , with LVc(0) being the

initial value of LVc, which means that LVc = ρ
φ as t −→ ∞. Furthermore, from (41), one

can determine the boundedness of s1, s2, α̃ and θ − bθ̂. Furthermore, from Assumption 3,
one determines the boundedness of χ1 and s̆1, and then the boundedness of α̇ f , α f and α
according to (26) and (28). In addition, one can understand that χ2 is bounded, and ϕ(x)
is also bounded due to the boundedness of s2, χ2, and α̇ f . Because of the boundedness of
ϕ(x), s2, and θ̂, one can determine the boundedness of τ̆, that is, τ is also bounded from
the ETM (40). Therefore, all signals in the CLCS are bounded.
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According to (3) and (39), for ∀t ∈ [tκ , tκ+1) and ∀t ∈ [t`, t`+1), ψ̆(t) and τ(t) are in the
hold phase, which implies that they are constant. That is, ∀t ∈ [tκ , tκ+1) and ∀t ∈ [t`, t`+1),
˙̆ψ(t) = 0 and τ̇(t). Taking the time derivative of eϕ and z, one can obtain

d|eψ|
dt
≤ |ψ̇− ˙̆ψ| ≤ |ψ̇|

d|z|
dt
≤ |τ̇ − ˙̆τ| ≤ | ˙̆τ|

(49)

According to (1) and (2), one can obtain ψ̇ = χ2. One can determine the boundedness
of χ2, which implies that ψ̇ is bounded by |ψ̇| ≤ σψ̇ with ψ̇ being a positive constant.
In addition, from (38) and (39), one has

˙̆τ =

(
∂τ̆

∂s2
+

∂τ̆

∂ tanh(∗)
∂ tanh(∗)

∂s2

)
ṡ2 +

∂τ̆

∂θ̂
˙̂θ2 +

∂τ̆

∂φ(x)

(
∂φ(x)
∂χ2

χ̇2 +
∂φ(x)

∂α̇
α̈

)
(50)

Furthermore, from (27), (35), (39), and the boundedness of α̇, one can understand
that ˙̂θ, χ̇2, and α̈ are bounded, which implies that ˙̆τ is bounded by τ̄z. Therefore, there
exist two constants satisfying limt→κ+1

∣∣eψ

∣∣ = ēψ and limt→`+1 |z| = z̄, showing that the
inter-execution intervals σtκ = tκ+1 − tκ and σt` = t`+1 − t` are bounded by κ̄ and ¯̀

for ∀κ, ` ∈ N, respectively. Therefore, one has σtk ≥ t′k ≥
ēψ

κ̄ and σt` ≥ t′` ≥
z̄
¯̀ , which

indicates that the Zeno behavior [25] can be avoided, i.e., the infinite triggering issue
cannot occur.

Remark 10. Compared with references [23–26], we proposed a dual-channel ETM to reduce the
transmission of course data and control command. In references [23–26], the transmission of control
commands is reduced by construing an ETM on a C–A channel to achieve the requirement of
saving communication resources. To do this, the method proposed in references [23–26] is effective.
However, the authors of references [23–26] only considered a single channel, and did not consider
the data transmission from sensors to controllers under the network environment. Therefore, we not
only drew on their experience, but also established an ESM in S–C channel, which is only used to
transmit intermittent course data. Moreover, it cannot only ensure the intermittent heading data
required by the control design requirements, but also reduce the data transmission to a greater extent
and save communication resources.

4.3. Simulations

In the simulation, the model parameters of the Norbbin model are h = −0.00463,
a1 = 1, a3 = 30, b = 0.00221 [12]. The reference course angle yd is generated using
the following dynamic equation yd = 8sin(0.015t), and the disturbance is chosen as

d = 2
(

sin(0.2t) + cos(0.3t)). The node number of RBF-NN for H(χ2, τ) and L is set as 20,
the base function centers are evenly spaced in the range [−2× 2]×[−2× 2] and all RBF-NN
base function widths are set as 1. In addition, the initial states and design parameters are
shown in Table 1.

Table 1. The values of initial states and design parameters.

Index Items Value

Initial states

ψ(0) −1
χ̂1 0
χ̂2 0
θ̂ 0
ϑ̂ [0, 0]
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Table 1. Cont.

Index Items Value

Design parameters

k 4
k1 20
k2 0.01
η 5
Λ diag ([0.1, 0.1])
β 0.02
η 5

K1 0.1
K2 5
c 0.1
ε 5
σ 1
t f 4
γ 0.25

The simulation results under the proposed event-triggered control scheme are pre-
sented in Figures 2–9.
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Figure 2. Curves of the desired course and actual course.
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Figure 3. Tracking error s1.
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Figure 4. Curves of χ̂1 and χ̆1. .
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Figure 5. Curves of χ2 and χ̂2 .
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Figure 6. The actual control input.
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Figure 7. The varying of adaptive parameter θ̂.

Figure 8. Sampled event.

Figure 9. Triggered event.
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Remark 11. In this work, the whole CLCS involves several units, such as ESM, NN–SO, and ETM,
which leads to a number of design parameters. As a result, the simulation presents some challenges.
To address this, we initially determined the design parameters K1 and K2 through trial and error. It
should be pointed out that kk1 − ι− k > 0, k2 − 2ι− 2k > 0 and η > 2 + (2a)−1 should be met.
Subsequently, one adjusts K1 and K2 to achieve system stability. Following this, one adjusts the
other design parameters to meet specific control performance objectives, such as satisfying tracking
performance and NN–SO estimation performance. Extensive numerical simulations indicate that,
initially, the selection of K1 and K2 is a significant challenge, which relies on the experience of the
designer. The relatively large values of K1 and K2 can improve the control performance, but they
should not be too large. Otherwise, this causes system oscillation. In the initial phase, it is advisable
to endow appropriate values for K1 and K2. And then, according to the control performance, one
should increase or decrease the value size appropriately until satisfactory results are achieved. The
final tracking performance is influenced by each of the design parameters. When determining these
design parameters, it is important to not only adjust one or two parameters separately, but also to
tune all the parameters together.

The simulation results under our proposed method are shown in Figures 2–9. Specifi-
cally, Figure 2 shows that the proposed method is able to force USVs to track the desired
course yd despite equivalent disturbance. Figure 3 presents the varying of the course track-
ing error. Figures 4 and 5 show the observation performance of the proposed observer for
state variables, which is able to achieve the refactoring of the absence of course state data.
Figure 6 plots the changing curve of the control input τ, which indicates that the actual
steering angle is bounded and reasonable, and that the control input cannot be triggered
infinitely within a finite time interval, i.e., the Zeno behavior has been avoided. Figure 7
plots the changing curve of adaptive parameter θ̂, which indicates that the θ̂ is bounded.
Figure 8 plots the event-sampled instants and times, from which one can understand that
the maximal sampling instant is about 5.5 s. Figure 9 shows the event-triggered instant and
times in control input channel, from which one can understand that the maximal sampling
instant is about 27 s. According to the statistics, the event numbers of sampled events and
triggered events are 1251 and 270, respectively. These above results demonstrate that all
signals in the CLCS are bounded and that the Zeno behavior has been avoided successfully.
Thus, Theorems 1 and 2 are proven.

5. Discussion

In this paper, the issue of course and yaw discontinuity, caused by data transmission
and network resources constrains encountered in the CKC of USVs under a network envi-
ronment, is studied. Firstly, the Norbbin model can more intuitively describe the nonlinear
course change of USVs than the Nomoto model. Secondly, under the design framework of
backstepping, the technology that can solve the problem of network resource constraints,
i.e., ETM, is combined. And the observer technique is used to reconstruct the discontinuity
of course data. Finally, the theoretical analysis results show that all the signals in the control
system are bounded, using modeling and simulation technology, by choosing appropriate
design parameters, as shown in the simulation results in Figures 2–9. The simulation results
and theoretical analysis of one-to-one correspondence verify the feasibility of the proposed
scheme, solving the problem of course keeping control for USVs.

Compared with the existing schemes, the proposed scheme not only uses ETM, but also
constructs ESM in an S–A channel, which greatly reduces the data transmission of S–A
and C–A channels, reduces the computational workload of the controller, and solves the
problem of network resource constraints. In addition, the proposed control scheme is able
to achieve the discontinuous reconstruction of course data. However, due to the lack of
experimental equipment, it is difficult to perform experimental verification directly. In the
network environment, network attack is also one of the problems that cannot be ignored.
This is different from external interference, and solving the problem of network attack is
the key to ensuring the safe navigation of USVs.
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6. Conclusions

In this paper, a dual-channel ETANOFC scheme is proposed for the issue of CKC
for USVs under a network environment. It can resolve the issue of network resource
constraints by using the ESM and an ETM, both in the S–C and C–A channels. In addition,
to solve the course data discontinuity problem caused by ESM, a novel adaptive NN–SO is
developed to recover the yaw information, which solves the absence of yaw in the data
transmission. In addition, the dynamic surface control technique is employed to implement
the backstepping design approach in the control design. The theoretical results indicate
that, under the developed control solution, all signals in the CLCS are bounded, and the
effectiveness is verified by simulation results.

In the future, the CKC of USVs under a network environment must consider network
attack. Addressing network attacks is one of the elements necessary for ensuring the safety
of USVs navigation.
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