

  applsci-13-09465




applsci-13-09465







Appl. Sci. 2023, 13(16), 9465; doi:10.3390/app13169465




Article



Advanced Bayesian Network for Task Effort Estimation in Agile Software Development



Mili Turic 1, Stipe Celar 2,*, Srdjana Dragicevic 3 and Linda Vickovic 2





1



Venio Indicium, Doverska 19, 21000 Split, Croatia






2



Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, University of Split, R. Boskovica 32, 21000 Split, Croatia






3



Split Airport, Kastela, 21000 Split, Croatia









*



Correspondence: stipe.celar@fesb.hr







Citation: Turic, M.; Celar, S.; Dragicevic, S.; Vickovic, L. Advanced Bayesian Network for Task Effort Estimation in Agile Software Development. Appl. Sci. 2023, 13, 9465. https://doi.org/10.3390/app13169465



Academic Editor: Vincent A. Cicirello



Received: 18 July 2023 / Revised: 7 August 2023 / Accepted: 16 August 2023 / Published: 21 August 2023



Abstract

:

Effort estimation is always quite a challenge, especially for agile software development projects. This paper describes the process of building a Bayesian network model for effort prediction in agile development. Very few studies have addressed the application of Bayesian networks to assess agile development efforts. Some research has not been validated in practice, and some has been validated on one or two projects. This paper aims to bring the implementation and use of Bayesian networks for effort prediction closer to the practitioners. This process consists of two phases. The Bayesian network model for task effort estimation is constructed and validated in the first phase on real agile projects. A relatively small model showed satisfactory estimation accuracy, but only five output intervals were used. The model was proven to be useful in daily work, but the project manager wanted to obtain more output intervals, although increasing the number of output intervals reduces the prediction accuracy. In the second phase, the focus is on increasing the number of output intervals while maintaining satisfactory accuracy. The advanced model for task effort estimation is developed and tested on real projects of two software firms.
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1. Introduction


Inaccurate estimates of time and cost have the greatest impact on the failure of software projects [1,2]. Traditional software project prediction models are either unreliable or require sophisticated metrics to be rendered reliable [3], thus representing a problem in agile software development (ASD). Many metrics used in traditional software development project planning simply cannot be used in agile development project planning. In recent years, most studies on predicting effort in ASD have been based on machine learning techniques [4,5,6,7]. Some studies show that traditional estimation methods can be successfully replaced by Artificial Intelligence (AI) [7,8,9].



The typical problems of traditional effort, cost, and quality prediction models can be overcome by using Bayesian Network (BN) models [10,11], due to the following:




	
Flexibility of the BN building process (based purely on expert judgment, empirical data, or the combination of both),



	
Ability to reflect causal relationships,



	
Explicit incorporation of uncertainty as a probability distribution for each variable,



	
Graphical representation that makes the model clear,



	
Ability of both, forward and backward inferences,



	
Ability to run the model with missing data.








The prediction accuracy can be significantly increased by using empirical data [12,13,14]. There is a gap between theory and practice. Although the number of studies on the application of intelligent techniques in agile software development is increased, less than 50% of these studies have been applied in practice [4]. Therefore, the purpose of this article is to increase the understanding of practitioners and facilitate BN implementation.



In theory and practice, companies mainly measure and estimate software development functionality, effort, time and cost [15,16,17,18]. Companies using agile methodologies are constantly making tradeoff decisions between functionality and effort, cost, and time [15]. Such a tradeoff is sometimes made in academic literature also—the terms ‘cost’ and ‘effort’ are used interchangeably in the systematic review of software development cost estimation [19].



This is especially important in micro and small companies. Consequently, data from real agile projects are used for building this BN model. The model is intended for the prediction of smaller parts of projects (project tasks) and not for their scheduling. For that reason, the terms ‘effort’ and ‘time’ are used interchangeably in this paper. For a measurement unit, we use time-based units (man-hour), as many companies use [20].



In the first phase [21], a BN model (old BN model) with eighteen nodes was developed. Empirical data were used for thirteen nodes, while values were calculated for five nodes. This BN model showed an estimation accuracy greater than 90%, but its outcomes are probability distributions for only five intervals. This decreases the prediction precision because all the values in an interval are treated equally. For example, values 45 and 61 from the interval ‘>40.1 h’ have the same probabilities.



Although the developed BN model is not overly complex, the objectives of the second phase are to further simplify the BN model and to increase the output interval number, without affecting the accuracy of the prediction.



The authors wanted to further simplify the model, reduce the number of input parameters, as well as increase the number of output intervals without reducing the model’s estimation accuracy.



Therefore, the rest of this paper is structured as follows: an investigation of current usages of BN models for software effort prediction (Section 2); a description of their detailed building processes and the validation of the proposed BN model (Section 3); the explanation of the application of the respective BN model in another company (Section 4); and the presentation of conclusions and the outlines of future work (Section 5).




2. Related Works


In recent years, the application of methods based on Artificial Intelligence (AI) in Software Effort Estimation (SEE) has increased [22,23].



In 2017, Dragicevic et al. [21] conducted a literature search on the use of Bayesian networks for effort estimation in agile software development projects. This search has resulted in a small number of papers.



A search for new literature resulted in several new papers. Perkusich et al. [24] presented an improved version of their BN model for assessing the quality of the software process in Scrum projects. A comparison of old and improved versions, for ten different scenarios, proved the improvement in the model, so that the BN model adequately represented Scrum projects from the Scrum masters’ point of view. The model was built according to an agile approach and can be adapted to any Scrum team.



Radu [25] proposed a BN model for effort prediction in agile projects. Based on the literature, twenty-one influencing factors were identified and classified into two main categories. The relationships between those factors were determined based on discussions with developers and literature searches. The model has not been validated.



Several studies have used BN models to evaluate user stories in a Scrum context. Malgonde and Chari [26] developed a model to predict the user story realization effort. Seven machine learning algorithms, including BN, were applied to a database with 503 user stories. None of these algorithms consistently outperformed the others, so the authors developed an ensemble-based algorithm, resulting in better prediction. The algorithm was validated on two projects’ data from a database. Durán et al. [27] proposed a BN model whose nodes represented factors for assessing the complexity of a user story. The weight factors of the edges were determined based on the experts’ judgment. The model was intended for the use of inexperienced teams to help them estimate the required effort more easily. Another BN model was used to predict the user story’s effort [28]. That model was based on narrative texts. Further on, a BN model proposed by [29] could be useful for helping novice developers to estimate the user story’s complexity. Although Planning Poker is a commonly used estimation technique in Scrum projects, for novice developers, it is not an easy task to estimate a user story’s complexity and importance, so the BN model could be used instead.



The sizes of the mentioned BN models vary: some are relatively large [24,25], while others are relatively small [30,31]. Dynamic BN models are usually smaller, but they are unable to predict effort in the first iteration. The practical application of BN models in effort estimation is a motivation for this research, so the target is to create a model that has a satisfactory accuracy with a small set of input data and that can be used as early as possible (including project’s first iteration). Respectable literature shows that early estimates range from 60% to 160% [15], or even from 25% to 400% [18] of the final result.



To summarize, the existing BN models do not estimate task effort. In addition, none of the above described models meet all the following requirements:




	
Suitability for agile development, regardless of used agile methods and/or practices.



	
Minimal set of input parameters, provided that the method predicts with at least 75% accuracy.



	
Possibility of using the BN model at the start of the project.



	
Validation based on larger sample size (not just a few samples).








The above discussion shows that a small number of studies explore the use of Bayesian networks for effort estimation in agile projects, and that the results of most of these studies have not been validated in practice.




3. The BN Model


The BN is a graphical model that describes probabilistic relationships between causally related variables.



The BN is formally determined by the pair BN = (G, P), where G is a directed acyclic graph (DAG), and P is a set of local probability distributions for all the variables in the network. A directed acyclic graph G = (V (G), E (G)) consists of a finite, nonempty set of tuples V (G) = {(s1, V1), (s2, V2), …, (sn, Vn)} and a finite set of directed edges E (G) ⊆ V (G) × V (G). Nodes V1, V2, …, Vn correspond to random variables X = (X1, …, Xn), which can take on a certain set of values si (depending on the problem being modelled). The terms variable and node will be used interchangeably in this paper. The edges E (G) = {ei,j} represent dependencies among variables. A directed edge ei,j from Vi to Vj for Vi, Vj ∈ V(G) shows that Vi (parent node) is a direct cause of Vj (child node).



Each variable Xi has a joint probability distribution P (Xi|parent (Xi)), which shows the impact of a parent on a child. If Xi has no parents, its probability distribution is unconditional, otherwise, it is conditional. The probability distribution of variables in a BN must satisfy the Markov condition, which states that each variable Xi is independent of its nondescendents, given its parents in G [32]. The BN decomposes the joint probability distribution P (X1, …, Xn) into a product of conditional probability distributions for each variable, given its parents in the following:


  P    x 1  , … ,  x n    =   ∏   i = 1  n  P    x i  ∣ π    x i       



(1)




where π(xi) stands for the set of parents of xi, or, in other words, the set of nodes that are directly connected to xi via a single edge.



3.1. The Old BN Model


The old BN model has eighteen nodes (Figure 1). Empirical data were used for thirteen nodes, while values were calculated for five nodes.



The model was validated on the existing base of software projects. These were the projects of a micro software company that had been using the Scrum method of agile software development for several years. The model shows an estimation accuracy of more than 90% and it proves to be useful in everyday work, even though it has only five output intervals. The detailed process of model building is described in [21].




3.2. The New Proposed BN Model


The same building processes are used for both BN models [21]. The elements Vi of the set V (nodes) are defined by applying a Goal Question Metric (GQM) approach [33,34]. The GQM plan consists of a goal and a set of questions and measures. The plan describes precisely why the measures are defined and how they are going to be used. The asked questions help to identify the information required to fulfil the goal. The measures define the data to be collected to answer the questions (Table 1). The measured data are analyzed in accordance with the set goal, to conclude whether it is achieved or not. The GQM approach ensures the inclusion of all relevant domain variables. The causal relationships between the nodes are built based on variables and measures selected by using GQM. The building process includes d-separation (d-separation dependencies are used to identify variables influenced by evidence coming from other variables in the BN), as well as a new node definition.



3.2.1. Structure Definition


The most important goal of task effort prediction is to determine the time needed for task completion. Hence, the first element of set V is defined: Working Hours. The task effort depends on the task’s complexity, on the quality of the requirements specifications, and on the developer’s skills. The task complexity depends on the number and the complexity of reports, user interfaces (forms), and functions that should be created in the task. Thus, the next elements of V are as follows: Form Complexity, Report Complexity, Function Complexity, Developer Skills and Specification Quality. The effort of the task depends largely on whether the developer is familiar with this type of task, or whether he has to use new technologies and new knowledge. Set V is completed by the following element: a New Task Type.



To fully define a set of tuples V (G) = {(s1, V1), …, (sn, Vn)}, it is necessary to define si, the set of all possible values for each Vi. The set si is defined in two steps:



	
The first step defines the types of the selected variables and identifies the values for each variable. Although BN allows the use of both discrete and continuous variables, in this paper we use discrete variables, because the experimental data are discrete, and because the available BN tools require the discretization of the continuous variables.



	
All the values are checked for rank and accuracy. In some cases, it is necessary to go back to the first step and redefine the values of the nodes.






The variables Form Complexity, Report Complexity, and Function Complexity define the complexity of the interface, reports, and functions to be created in the task. In the old model, the project manager entered the number of simple, medium and complex reports, and, based on that, the model calculated the value of the Report Complexity node. In the new model, the Report Complexity node can take one of the three states (low, medium, or high), and its values are evaluated by the project manager. Several project managers agreed that this is a simpler and more practical method. The same applies to the variables Form Complexity and Function Complexity.



The complexity of the reports, as well as the complexity of the forms and functions, is defined based on the elements to be constructed, their number, and their comparison with historical data on similar elements (analogy). The report evaluation is also influenced by the database query complexity used to obtain the result. The assessment of the function complexity also depends on the complexity of the processing algorithm.



The prediction accuracy of BN models is highly dependent on consistency, and this way of evaluating variables can result in different evaluations for the same value. To ensure consistency in the evaluation of these variables, the following rules are defined [21]:



	
The report is simple if it takes data from a single table in the database. If there are two tables, the report is moderately complex. The report is complex if the data are taken from three or more tables. If more than 10 types of data need to be printed/displayed, the complexity of the report increases by one level, e.g., a simple report becomes moderately complex.



	
The user interface of up to 5 elements is simple. With up to 10, it is moderately complex. With more than 10 elements, it is complex. If the elements (controls) are more demanding for programming, and when there are 2 such elements, the interface is moderately complex. It becomes complex when it contains more than 2 such elements.



	
The function is simple if it is an existing function, without changes. If minor changes to an existing function are required, the function is moderately complex. The function is complex if it is a completely new function, or if major changes to an existing one are required.






After the project manager determines the number of simple, medium and complex reports, the total complexity of the report in the task is defined according to the algorithm in Table 2. Similar to the Report Complexity node, the algorithms are defined in order to determine the total complexity of the Form Complexity and Function Complexity nodes depending on the type and total number of elements.



The Specification Quality is determined by the level of requirements decomposition: definition of technical demands and business clarity. The rating can be from 1 (very poor), to 5 (very good). The following questions help in quality assessment:




	
How understandable is the task?



	
Is it complete?



	
Is there a possibility of a different interpretation?



	
Does the user have a developed idea?



	
How are the links to other tasks/modules defined?



	
Are there any technological specifics?








Variable New Task Type can take on only two values: Yes or No. If the user requested a change/addition to the task, the value of this variable will be No.



The estimation of the skills and knowledge, as well as experience and motivation of each developer, is rated by the Personal Capability Assessment Method [35] and then classified into one of five grades. The evaluation of a developer is performed once or twice a year.



To reduce the number of possible outcomes, a Task Complexity node is created. The value of this node is calculated based on the values of Form Complexity, Report Complexity, and Function Complexity and then ranked as low, medium, or high.



The variable Working Hours expresses the number of hours spent on an individual task. To define node values, the historical data in the database of agile development projects of the commercial business system were checked. The range of values was from 15 min to 95 h. For application in the BN model, it is necessary to simplify the possibilities, so the outcome values should be intervals instead of point values.



Instead of splitting the values of Working Hours in intervals, a node Working Hours Classification is added, so that the number of output intervals can be easily changed. In the old BN model, the values of Working Hours Classification were ranked in five non-linear intervals based on the authors’ experience. Increasing the number of output intervals represents one of the imperatives. Because of that, empirical data were analyzed to determine whether there is a possibility of increasing the number of output intervals. A database analysis shows that 78.8% of tasks belong to one of two intervals: “0–2” and “2.1–10”. Therefore, each of these two intervals is divided into two new ones (Figure 2). Now the output node Working Hours Classification can take one of the seven values.



A new iteration of the model-building process starts each time a new node is added. A list of all the nodes with explanations of their meaning is given in Table 3. The final topology is shown in Figure 2.




3.2.2. Parameter Estimation


Conditional and a priori probabilities are learned from the data using the WEKA (Waikato Environment for Knowledge Analysis (WEKA) 3.6.11, https://www.cs.waikato.ac.nz/ml/weka/, accessed on 16 April 2023) machine learning suite.



As already mentioned, the data used in this research originate from agile projects of a small software company. Tasks are grouped chronologically based on their creation time. Grouping is made neither by size, nor by complexity, nor according to the developer who performs the task. The dataset includes tasks of different duration and complexity, created by different developers.



Empirical data are not available for all the nodes. The nodes Task Complexity and Working Hours Classification are added to simplify the possible outcomes, as well as to provide better model accuracy. The manual definition of the Node Probability Tables (NPTs) (each row in the NPT represents a conditional probability distribution and, therefore, its values sum up to 1) can be a lengthy and error-prone process. Consequently, the values of these nodes are evaluated based on the empirical values of their parents. The probabilities are automatically learned both for empirical and added nodes.



An example of a table with complete data for parameter estimation in the BN model is shown in Table 4. It consists of empirical data, completed with the data estimated by the authors (grey background).




3.2.3. Prediction Accuracy


The BN model prediction accuracy is evaluated using statistical measures: Magnitude of Relative Error (MRE), Mean Magnitude of Relative Error (MMRE), Prediction at Level m (Pred. (m)), Accuracy, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative Absolute Error (RAE) and Root Relative Squared Error (RRSE). Detailed descriptions of the measures, as well as the reasons for their use, are given in [7,21,36].



In this article, a Confusion Matrix is also used. The Confusion Matrix, just like the measures based on the prediction results in the confusion matrix, is well established as a measure of classification performance for imbalanced datasets [37,38]. The Confusion Matrix contains the prediction results and the actual values (classes) of these data. It is an nxn matrix, where n is the number of classes.



The model validation is performed using empirical data. WEKA provides a k-fold cross-validation and summary statistics (prediction accuracy, MAE, RMSE), which are used to verify the accuracy of the generated model. The WEKA error statistics are normalized. The predicted distribution for each class is matched against the expected distribution for that class. All the mentioned WEKA errors are computed by summing all classes of an instance, not just a true class [39].



In this case, a 10-fold cross-validation is used. The dataset is randomly divided into 10 equally sized subsets. Out of these 10 subsets, one is taken as the validation dataset, and the other nine sets are used as training data. Each of the nine training datasets is compared with a validation dataset to calculate the percentage of the model accuracy. The cross-validation process is repeated ten times, each of the ten subsets being used exactly once as a validation set. The results from all the 10 trials are averaged.



The measurement results are presented in Table 5. Compared to the old BN model, the new one has a slightly worse, but still satisfactory, prediction accuracy. Only two tasks were misclassified, and the prediction accuracy is 98.75%, which is still an extremely accurate estimate.



The MAE values indicate that the expected effort will be within 3.7% of the true effort for the last set of data. Small differences between the MAE and the RMSE values indicate that the error variance is relatively small. The MMRE values suggest that the prediction error is relatively constant, with no occasional large deviations.



The diagonal of the confusion matrix shows correctly classified instances (Figure 3). The two misclassified tasks were placed in adjacent classes. There are no errors classified in remote classes.



The high accuracy of the model is confirmed via a comparison with the results listed in the literature [40].



Measure Pred (m) shows the worst results (Table 5). To determine the reason for this, Pred (25) was calculated to one instance from the task set. The instance lasted 0.5 h and was accurately classified into class ‘0–2’ in the old model (5 output intervals), i.e., into class ‘0–1’ in the new model (7 output intervals, Figure 4).



Pred. (m) measures the percentage of estimates for which the magnitude of the relative error MRE is less than or equal to m (usually m = 25) [41]. This BN model estimates effort as a set of probability distributions for all possible classes, so a conversion method is used to obtain the estimated effort as a discrete value [42,43,44]. The probabilities of the classes should be normalized so that their sum is equal to one. The estimated effort is then calculated as follows:


  Effort =   ∑   i = 1  n   ρ  classi    μ  classi    



(2)




where µclassi is the mean of class i, and ρclassi is its respective class probability.



Each class probability of the selected instance is shown in Table 6 and the MRE is calculated according to the following equation:


  MRE =      y i  − f    x i         y i    =      y i  −   ∑   i = 1  n   ρ  classi    μ  classi        y i     



(3)




where yi is the actual value and f(xi) is the estimated value.



The magnitude of the relative error for a correctly classified instance is 324.4% in the old model and 359.4% in the new one. It turns out that Pred (MRE < 25) is not a measure suitable for evaluating the performance of models with output classes. It is suitable for a relative comparison between two models with the same data set [45] or for the relative comparison of two data sets for the same model. Comparing the results of Pred. (25), the old model is more precise.



Consequently, it can be concluded that the BN model is suitable for estimating efforts on agile projects, and by increasing empirical data, it is easy to increase the number of output intervals, without affecting the accuracy of the estimate.






4. Application of BN Model in Another Company


The BN model is also tested on the empirical data of two companies, set A and set B. Set A is the data used in [23] and obtained from a micro software company that developed and improves an ERP system. For the development and improvement of that ERP system, the company uses Scrum agile methodology and many agile practices [46].



Set B is from another software company. It is a small software company engaged in software development for air traffic. The integrated software system supports the airport’s key business process, i.e., passengers and aircraft handling. The software is constantly updated and upgraded. The software is developed according to the principles of agile development and the set of used agile practices is selected according to the situation of the actual project. The following agile practices were used in the examples: daily meetings, simple design, testing, shared code ownership, ongoing integration, common room, sustainable pace, off-site customer, request prioritization, and request management [46].



During the work, the developers recorded the time spent on the development of each task. The project manager subsequently classified this information according to the rules set out by the authors. Thus, a 34-instance set was obtained and named set B.



Set B was used to test the new BN model. Although there were a small number of instances, the results were good. The prediction accuracy for the set B was 97.06%. Only one task was wrongly classified into an adjacent class.



Set B was added to set A (160 tasks) and the accuracy of the model was checked. In set A (7 output levels), two tasks were wrongly classified. By adding set B to set A, the number of misclassifications remained the same: the same two out of (now) 194 tasks were wrongly classified (Figure 5 and Figure 6).




5. Conclusions and Future Work


This paper develops a BN model for effort prediction in agile software development projects.



The proposed model is relatively small and simple, and all the input data are easily elicited. This way, the impact on agility is minimal. The model predicts task effort, and it is independent of the agile methods used.



The model is validated on real agile projects. It turns out that the structure and parameters of the model are well set, and the accuracy of the classification depends only on the number of instances available for learning. The conclusion is confirmed by the example of set A, where, by increasing the number of output classes from five to seven, the accuracy of the classification decreases by only 0.625%, i.e., from 99.375% to 98.75%. All misclassified instances are classified into adjacent classes.



Models using the BN for effort prediction have an accuracy range of 52% to 97% [40], so the authors will be pleased with a prediction accuracy of 80% or more (>98% is significantly over all expectations).



The model was also validated on the agile projects of another software company, resulting in set B. The applicability and success of the BN model were proven by combining the data from sets A and B. Tasks with varying contexts, including the following, were combined and had the same result:




	
from different companies;



	
of different types of software;



	
from different areas of work,



	
of different technologies;



	
from different developers; and



	
from different assessors/managers.








That way, the proposed BN model is validated.



It should be noted that models/methods for effort assessment are most often realized by using publicly available project databases. These databases have a defined structure, and researchers use mathematical methods to help them select the best solution. A different approach is applied in this research: variables for evaluation are defined from the known processes and data, a model is made, and then the success of the model is proven using mathematical measures.



Future work aims to investigate the impact of the productivity of both teams and individuals on effort estimation in agile software development.
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Figure 1. The old BN model adapted with permission from [21]. 
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Figure 2. The new BN model. 
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Figure 3. Confusion matrix and accuracy measures per classes a–g. 
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Figure 4. Number of tasks per interval. 
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Figure 5. Misclassified instances in set A (160 instances). 






Figure 5. Misclassified instances in set A (160 instances).



[image: Applsci 13 09465 g005]







[image: Applsci 13 09465 g006] 





Figure 6. Set A + B—misclassified instance details (194 instances). 
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Table 1. GQM Approach—Goal, Questions, Measures (Part).
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Goal

	
Accurate Assessment of the Effort Required to Accomplish the Task






	
Question 1

	
What is the difference between the estimated time and actual time?




	

	
Measure 1

	
Task Completion Time




	
Question 2

	
How much does the task scope affect the required effort?




	

	
Measure 2

	
User Interface Complexity




	

	
Measure 3

	
Report Complexity




	

	
Measure 4

	
Function Complexity




	
Question 3

	
How much does the task complexity affect the effort required?




	

	
Measure 2

	
User Interface Complexity




	

	
Measure 3

	
Report Complexity




	

	
Measure 4

	
Function Complexity




	
Question 4

	
How much does knowledge of the work domain affect the required effort?




	

	
Measure 5

	
Task Type (New or Change/Update/Correction of Old One)




	
Question 5

	
What is the impact of technology knowledge on the required effort?




	

	
Measure 6

	
Developer Rating











 





Table 2. Algorithm for calculating the total report complexity.
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Report Complexity




	
Input Parameters

	
Output Value




	
High (No)

	
Medium (No)

	
Low (No)

	
Total






	
0

	
0

	
≤10

	
Low




	
0

	
0

	
>10

	
Medium




	
0

	
≤5

	
≤10

	
Medium




	
0

	
≤5

	
>10

	
High




	
0

	
>5

	
x *

	
High




	
≥1

	
x *

	
x *

	
High








*—x can be any real number.













 





Table 3. Nodes description.
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Node Name

	
Description






	
Form Complexity

	
Total rating of user interface (form) complexity




	
Function Complexity

	
Total rating of function complexity




	
Report Complexity

	
Total rating of report complexity




	
Specification Quality

	
Quality of specification




	
New Task Type

	
Type of task (new or familiar one)




	
Task Complexity

	
Overall rating of task complexity




	
Developer Skills

	
Overall rating of developer experience, motivation and skills




	
Working Hours

	
Number of hours spent on the task




	
Working Hours

Classification

	
Intervals of spent working hours:




	
0–1 h

	
very simple task

	
(33 instances)




	
1.1–2 h

	
simple task

	
(23 instances)




	
2.1–5 h

	
complex simple task

	
(33 instances)




	
5.1–10 h

	
simple moderate task

	
(37 instances)




	
10.1–25 h

	
moderate task

	
(22 instances)




	
25.1–40 h

	
complex task

	
(6 instances)




	
>40.1 h

	
very complex task

	
(6 instances)











 





Table 4. Complete data used for parameter learning (12-task example).
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	Task ID
	New Task Type
	Specification Quality
	Form Complexity
	Function Complexity
	Report Complexity
	Task Complexity
	Developer Skills
	Working Hours
	Working Hours Classification





	1
	Yes
	2
	M
	M
	L
	M
	2
	16.5
	10.1–25



	2
	Yes
	1
	M
	M
	H
	M
	4
	9
	2.1–10



	3
	Yes
	4
	H
	H
	L
	H
	3
	8.5
	2.1–10



	4
	No
	4
	L
	L
	L
	L
	2
	28
	25.1–40



	5
	Yes
	3
	H
	L
	H
	H
	4
	46.5
	>40.1



	6
	No
	3
	L
	L
	L
	L
	2
	1
	0–2



	7
	No
	2
	L
	M
	L
	L
	3
	1.5
	0–2



	8
	Yes
	3
	H
	H
	L
	H
	3
	9
	2.1–10



	9
	Yes
	3
	L
	L
	M
	L
	2
	3.75
	2.1–10



	10
	No
	4
	L
	M
	H
	M
	2
	10
	2.1–10



	11
	No
	2
	M
	M
	L
	M
	3
	0.5
	0–2



	12
	Yes
	5
	M
	M
	L
	M
	2
	15.5
	10.1–25










 





Table 5. Results.
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BN Model




	

	
Old Model

	
New Model






	
Number of Tasks

	
160

	
160




	
Accuracy (Correctly classified instances)

	
99.375%

	
98.75%




	
MAE

	
0.026

	
0.037




	
RMSE

	
0.065

	
0.0792




	
RAE

	
9.71%

	
15.77%




	
RRSE

	
17.81%

	
23.13%




	
Pred. (25) %

	
40.625%

	
27.5%




	
MMRE

	
6.21

	
1.27











 





Table 6. The probability of each class of the selected instance.
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The Old Model (5 Output Levels)

	
The New Model (7 Output Levels)




	
Class

	
Probability

	
Class

	
Probability






	
0–2

	
0.96

	
0–1

	
0.91




	
2.1–10

	
0.01

	
1.1–2

	
0.015




	
10.1–25

	
0.01

	
2.1–5

	
0.015




	
25.1–40

	
0.01

	
5.1–10

	
0.015




	
>40.1

	
0.01

	
10.1–25

	
0.015




	

	

	
25.1–40

	
0.015




	

	

	
>40.1

	
0.015
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