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Abstract: As one of the most common forms of corrosion in the marine environment, pitting corrosion
can have a detrimental impact on the ultimate strength of steel columns. Pitting pits are usually
covered by corrosion products, and the detection of pitting is very difficult, so how to effectively
identify random pitting corrosion on steel columns has become a very vital issue. In this paper,
a deep-learning-based pitting damage determination method for steel columns is investigated by
combining numerical simulation and theoretical analysis, which was validated by experimental
results. First, a multi-parameter localized pitting corrosion model was proposed that considered the
pitting corrosion randomness in time and space distribution. Second, the relationship between the
ultimate strength and corrosion rate of steel columns was analyzed. Finally, a steel column damage
determination framework was constructed based on the convolutional neural network. Results
showed that the ultimate strength and corrosion rate developed different trends in various corrosion
regions, and a damage determination accuracy of 90.2% could be achieved by the neural network
after training, which satisfied the practical engineering requirements. This study lays the groundwork
for further application of deep learning to the research on the pitting damage to steel structures.

Keywords: pitting corrosion; corrosion damage determination; deep learning; CNN; steel column

1. Introduction

Metal corrosion, which is a chemical or electrochemical reaction between materials and
severe environments [1], directly leads to the deterioration of material properties [2] and
reduces the load-bearing capacity of infrastructures [3]. According to the World Corrosion
Organization, the annual cost of corrosion repair is USD 2.5 trillion, accounting for 3%
of the global GDP [4]. The high humidity and salinity in the marine environment make
materials easily susceptible to corrosion [5]. As the most prevalent type of corrosion [6] in
the marine environment, pitting is one of the most destructive forms of corrosion of steel
structures [7].

Research on pitting is generally divided into experimental study and numerical simula-
tion [8–10]. Since pitting experiments require many experimental resources and the relevant
test parameters are difficult to control, numerical simulation has become a more common
method, and the pitting modeling is crucial to the accuracy of numerical simulation. Jiang
et al. [11,12] investigated the effect of corrosion pits on the ultimate strength-carrying
capacity of mild steel rectangular plates under uniaxial compression. Comparison between
the finite element simulation results and the equations showed a satisfactory fit. Nakai
et al. [13] conducted a series of tensile tests to investigate the effect of pitting on the tensile
strength of members and found that the tensile strength decreases as the thickness loss from
pitting increases, and that the decrease in the tensile strength of members due to pitting is
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greater than the decrease in the tensile strength of members due to uniform thickness loss.
Studying pitting modeling is important for an in-depth understanding of the mechanism of
the pitting action and for the corresponding preventive detections. Pidaparti et al. [14] used
a three-dimensional metacellular automaton model to completely simulate the process of
localized etching pits on metal surfaces with time, but their model is too complex to be
used in practice. To use pitting models for the study of large-scale samples, batch pitting
modeling is needed directly from the perspective of pitting parameters. The common
pitting parameters include the shape, distribution, and geometry of pitting. Research on
the pitting corrosion on suspension wires found that the pits in the corroded wires had
four typical shapes, and the maximum pitting depth fitted a Weibull distribution while the
length and the width fitted a lognormal distribution [15]. Sharifi et al. [16] used a finite
element model with a uniform arrangement of pitting pits to investigate the load-carrying
capacity of the members after pitting. Zhang [17] proposed a mathematical model to qualify
the extreme value of pitting corrosion depth according to aging time. Regarding the depth
distribution of pitting pits, Ossai et al. [18] successfully predicted the depth distribution
of pitting pits in oil and gas pipelines by developing a Markov model with an accuracy of
more than 90%; Rivas [19] collected corrosion data by immersion tests and found that the
depth of pitting pits had a bimodal Gaussian distribution; Melchers [20] found that the
Weibull distribution could better describe the depth distribution of pitting pits on carbon
steel surfaces. Uniform and random distributions are two methods commonly used to
express the distribution of pitting pit locations. The uniform distribution simplifies the
modeling process but it neglects the randomness of pitting, so the random distribution
has better accuracy, comparably [21]. Within the existing research, there are few studies
related to the random distribution of pitting components, which is a significant drawback
to a better understanding of the pitting mechanism.

Considering the hazards of pitting damage, the lack of a timely determination of pitting
damage will greatly harm economic prospects and resources, which is not in accordance
with the Sustainable Development Goal [22]. Cawley et al. [23] were the first to propose
a damage identification method using intrinsic frequency. Salawu et al. [24] presented
various methods of intrinsic frequency damage detection and pointed out that since the
stress is minimum at the point where the modal displacement is zero, the site of damage is
in the vicinity of the point where this modal displacement is zero. However, the intrinsic
frequency is less sensitive to pitting damage and cannot be accurately determined [25,26].
Pandey et al. [27] developed a damage identification method based on the vibration mode
and found that the vibration mode change occurred at the damaged area, which was
positively correlated with the damage degree. Wang et al. [28] developed a new method
for damage localization and severity estimation based on the application of modal strain
energy. This method requires information on the variation of only a few lower intrinsic
frequencies to locate the damage and estimate its severity. Related studies have shown that
the vibration mode has a good mapping for corrosion damage identification [29,30], which
can be used in pitting corrosion determination. According to the current literature, there
are still large gaps in the relevant research.

Machine learning, as an efficient analytical tool with proven powerful learning and
nonlinear fitting capabilities, has played an important role in the research on the pitting cor-
rosion of steel components in recent years. Six machine learning models with eight different
combinations of input variables were assessed using eleven statistic indicators to predict
the maximum pitting corrosion depth in oil and gas pipelines [31]; as a result, the Kriging
model had the best performance and accuracy. Ossai [32] proposed a Gradient Boosting
Machine with Principal Component Analysis to predict the corrosion defect depth growth
of oil pipelines with high accuracy. The author utilized the parameters of the pipelines to
predict the corrosion conditions in the future using the proposed Principal Component
Analysis and Gradient Boosting Machine (PCA-GBM) method. Deep learning, as a further
development, has taken pitting research to a new level. A deep-learning framework was
developed to find the contributions of alloying elements to local pitting resistance, which
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benefited the investigation of corrosion-resistant alloys for alloy design [33]. Researchers
have conducted many studies related to pitting using deep learning. Sharifi et al. [34] used
the artificial neural network (ANN) method to estimate the load-carrying capacity of dete-
riorated steel beam models with different levels of pitting under patch loading. Ossai [35]
developed a subspace-clustered neural network model to search for the relationship be-
tween pipeline corrosion and related input parameters using particle swarm optimization
in a feed-forward network. Barai [36] et al. used truss bridge node displacements as a
damage indicator and also used ANNs to predict the damage to truss bridge unit stiffness,
still based on a finite element model, with no foot-size test to confirm the practicability of
the method. As for the stress–strain properties of pitting steel components, related studies
found that the yield platform of the load–displacement curve disappeared when pitting
corrosion occurred in steel components, and ultimate strength, yield strength, as well
as elongation were correlated with the pitting conditions [37]. The convolutional neural
network (CNN) is a kind of matrix feature extraction using convolutional kernels that has a
powerful learning ability. The Faster R-CNN technique has already been used for computer
visual inspection of the steel corrosion and bolt corrosion and determined them to be 91.8%
and 86.1% AP, respectively [38]. Chun et al. [39] used a deep-learning method to calculate
the effective thickness of the shell models to equivalently substitute the solid models, which
were utilized to evaluate the tensile performance of the pitting components. Based on
previous research, the combination of deep learning and pitting damage determination
will greatly stimulate pitting damage research and is of high practical value.

This paper proposes a pitting damage determination method based on the convo-
lutional neural network for steel column components, which uses convolutional neural
networks to determine the degree of pitting damage to steel columns by extracting the
vibration characteristics of the members. First, a multi-parameter localized random pitting
model is proposed to describe random pitting in combination with time-varying features
and spatial distribution. Then, the mechanical properties of the pitting steel column mem-
bers are analyzed, and the relationship between the ultimate strength of the specimens
and the corrosion rate is investigated. Finally, a convolutional neural network framework
based on component vibration modes is developed. The critical corrosion rate is used as
the criterion for component damage determination training; in addition, the effectiveness
and accuracy of the network are analyzed.

2. Pitting Model

Cylindrical pits were employed herein to simulate pitting corrosion. As a common
form of corrosion in the marine environment, pitting has four dimensions: randomness in
depth, size, location, and quantity. Conducting massive random pitting tests is resource-
intensive. Therefore, it was necessary to establish a reasonable random pitting numerical
model for the pitting determination of steel structures. This paper proposes a random
pitting model framework based on pitting corrosion statistics and existing research results.
Random pitting data were generated through Python, and finite element (FE) models
corresponding to respective pitting data were established in FE software ABAQUS.

2.1. Multi-Parameter Localized Random Pitting Model
2.1.1. Depth and Size

The depth distribution of pitting pits conforms to the Weibull distribution [40,41].
The probability density function can be described as Equation (1), where α is the shape
parameter, β is the scale parameter, and h is the depth of the pits. The probability distri-
bution function Equation (2) can be obtained through the integration of Equation (1). Ren
et al. [42] determined α and β as 1.432 and 2.319, respectively, by statistical calculation.
Then Equation (1) can be described as Equation (3). The depth of a single pitting pit can
be confirmed by a randomly generated probability in the range of [0,1]. Thus, the inverse
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function of the probability distribution function is required as Equation (4), where P is the
probability of a certain value of h.

f(h) =

{
α
β

(
h
β

)α−1
e−(

h
β )

α

h ≥ 0
0 h ≤ 0

(1)

F(h) =
h∫

−∞

[
α

β

(
h
β

)α−1
e−(

h
β )

α
]

dh = 1− e−(
h
β )

α

h ≥ 0 (2)

F(h) = 1− e−(
h

1.432 )
2.319

h ≥ 0 (3)

h = 1.432[ln(1− P)]
1

2.319 (4)

Wang et al. [43] investigated the relationship between the diameter–depth ratio and
time and obtained the time-varying function of the diameter–depth ratio, which can be
described as Equations (5)–(7), where λ is the diameter–depth ratio and t is the corrosion
time. The tower limit of ultimate strength in a 95% confidence interval is taken as Fu, and
the diameter of the Kth in the pit can be calculated by Equation (8), where Dk is the diameter
of the Kth pitting pit.

λr(t) = 0, t ∈ [0, 7] (5)

λr(t) = 8.16 + 115.15×
[
1− e(−

t−6.6
7.27 )

]1.12
× e(−

t−6.6
1.74 ), t ∈ [7, 12] (6)

λr(t) =


8.34 + 1.92× e(−

t−12.00
2.59 ) 65% con f idence

8.34 + 4.00× e(−
t−12.00

2.20 ) 80% con f idence
8.34 + 5.04× e(−

t−12.00
2.07 ) 95% con f idence

, t ∈ [12, ∞) (7)

Dk = λr(t)·hk (8)

2.1.2. Location

An X52Q grade high-strength seamless steel pipe specimen tested by Qin [44] was
employed herein to validate the numerical model. The specimen was uniformly divided
into eight pitting regions along the length dimension. The geometry of the specimen is
shown in Figure 1 and Table 1, where the slenderness ratio ζ, which means the ratio of the
calculated length of the specimen to the radius of gyration of the specimen section, controls
the length of the specimen. Only pitting corrosion in one region was investigated herein.
According to the division of eight local pitting regions, when the pit was generated in each
section, it was necessary to guarantee that pits did not exceed the boundary. Thus, the
coordinates of pits are constrained by Equation (9), where (xi, yi, zi) are the coordinates of
the pits, Di is the diameter of ith pit, and n is the region number. Furthermore, pits cannot
be stacked, which is constrained by Equation (10), where θi, θk is the angle under polar
coordinates, Disi,k is the distance between two pits, and Li,k is sum of the radius of two pits.
The conversion of polar and rectangular coordinates can be calculated by Equation (11).

− d
2 ≤ xi ≤ d

2

yi = ±
√
(d/2)2 − (xi)

2

(n− 1) · s + Di
2 ≤ zi ≤ n·s− Di

2

(9)
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∆θ = |θi − θk|
Disi,k =

√
(∆θ·d)2 + (zi − zk)

2

Li,k = Di+Dk
2

∀k 6= i, Dis0 ≤ L0

(10)


θi = arctan

(
yi
xi

)
xi ≥ 0, yi ≥ 0

θi = 2π+ arctan
(

yi
xi

)
xi ≥ 0, yi < 0

θi = π+ arctan
(

yi
xi

)
xi < 0

(11)
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Figure 1. Schematic diagram of the specimen.

Table 1. Specimen geometry.

Slenderness Ratio
ζ

Length
L/mm

Thickness
T/mm

Diameter
d/mm

Section Length
s/mm

20 1309

10 168.3 L/8
25 1636
30 1964
35 2291

2.2. Finite Element Modeling

The pitting database was composed of different arrays of pit parameters. The data
structure of the pitting database was [k, ((xi, yi, zi), di, hi), ((xi+1, yi+1, zi+1), di+1, hi+1)],
where k is the region number. When proposing the database, specimen size, corrosion
rate, and corrosion time were initially determined. Table 2 shows the initial parameters.
What needs to be explained is P0, which is defined as the volume ratio of pitting to its
corrosion region. The geometry parameters were defined in Section 2.1. The corrosion rate
P0 and time t are ladder-value, which are shown in Table 3. Then λ can be calculated by
Equations (6) and (7). N0 is just an initial value of calculation that needs to be adjusted
to obtain the number of the actual pits Nact. N0 can be calculated by defining an initial
corrosion depth h0, multiplying it by the diameter-to-depth ratio λ to obtain an initial pit
volume v0, and finally calculating N0 using the corrosion rate. The calculated method of
N0 is determined by Equation (12), where v is the volume of the specimen, and h0 = T

2 is
the assumed corrosion depth, which was determined after many attempts. Afterward, the
depths hi and diameter Di of N0 pits can be calculated by Equations (4) and (8), where P
is randomly selected as N0 times in (0,1). Figure 2 shows the adjustment from N0 to Nact.
Finally, the coordinates of Nact pits can be generated using the method in Section 2.1.2 and
the corrosion database can be completed.

N0 =
4v

nπ(h0λ)2h0
(12)
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Table 2. Initial parameters of the specimen.

Parameter Unit Illustration

c mm Length of specimen
d mm Diameter of specimen
T mm Thickness
n % Number of regions
P0 % Corrosion rate
t year Corrosion time

N0 - Initial pit number

Table 3. Corrosion time t and rate P0.

t P0

7
0.02,0.04,0.06,0.089

11

15

0.10,0.12,0.14,0.16,0.18

20
25
30
35
40

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 21 
 

𝑁0  to 𝑁𝑎𝑐𝑡 . Finally, the coordinates of 𝑁𝑎𝑐𝑡  pits can be generated using the method in 

Section 2.1.2 and the corrosion database can be completed. 

𝑁0 =
4𝑣

𝑛𝜋(ℎ0𝜆)
2ℎ0

 (12) 

Table 2. Initial parameters of the specimen. 

Parameter Unit Illustration 

𝑐 mm Length of specimen 

𝑑 mm Diameter of specimen 

𝑇 mm Thickness 

𝑛 % Number of regions 

𝑃0 % Corrosion rate 

t year Corrosion time 

𝑁0 - Initial pit number 

Table 3. Corrosion time t and rate 𝑃0. 

t 𝑷𝟎 

7 

0.02,0.04,0.06,0.08 9 

11 

15 

0.10,0.12,0.14,0.16,0.18 

20 

25 

30 

35 

40 

 

Figure 2. Adjustment operation from 𝑁0 to 𝑁𝑎𝑐𝑡. 

To assist the finite element analysis, a Python script was used to create a secondary 

development with ABAQUS finite element software, such as batching modeling, meshing, 

submitting, and outputting. The element type was C3D10, composed of 10 nodes, which 

is applicable for irregular solid geometric models. Boolean operations were executed 

Figure 2. Adjustment operation from N0 to Nact.

To assist the finite element analysis, a Python script was used to create a secondary
development with ABAQUS finite element software, such as batching modeling, meshing,
submitting, and outputting. The element type was C3D10, composed of 10 nodes, which is
applicable for irregular solid geometric models. Boolean operations were executed when
generating pits on specimen models. Figures 3 and 4 show the specimen’s pitting model
and mesh condition, respectively.
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3. Mechanical Properties

The mechanical properties of the steel column specimens under axial compression
suffering local random pitting were investigated, clarifying the variation law of mechanical
properties of specimens, which provided evidence for the determination of the critical
corrosion rate.

3.1. Experiment and FEM Analysis of Non-Pitting Specimens

The experiment and the finite element analysis of X52Q marine high-strength seamless
steel tube were carried out to guarantee the reliability and accuracy of the numerical
simulation. Mechanical properties under axial compression were investigated. Table 4
shows the material properties of the specimens. Figure 5 shows the specimen after cutting
processing. The electro-hydraulic servo pressure testing machine YAW-5000 was used
to apply the axial compression. Constraint conditions were fixed and hinged at both
ends of the specimen, which was achieved by a spherical hinge. Figure 6 shows the
experimental setup.

Table 4. Material properties of steel.

E
(
N/mm2) µ ρ(t/mm3) fy1/MPa fu1/MPa

2.38 × 105 0.3 8.104 × 10−9 460 555
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Figure 6. Experimental setup.

ABAQUS was used to conduct FE modeling and analysis of non-pitting specimens.
Considering material elastic–plastic and geometric nonlinearity, the real stress was calcu-
lated by Equations (13) and (14), where l0, A0, l, and A are the initial length, the initial
area, the length, and the area after loading of the specimen, respectively. Figure 7 describes
the real stress–strain relationship compared with the nominal one. The element type was
C3D10. Boundary conditions were set at the bottom surface of the model where the dis-
placement of U1, U2, and U3 was 0. Kinematic coupling was set to connect the concentric
point of the top surface, and the displacement of the coupling point in the U1 and U2
directions was 0. The point force was loaded at the coupling point, as shown in Figure 8.
Considering the initial imperfection, the displacement of nodes under the first-order buck-
ling mode of the specimen was imported to the subsequent nonlinear buckling analysis
model, which is described in Figure 9. To make a full comparison, Qin’s study [20] was
also cited as a reference.

σtest =
F

A0
(13)

σreal =
F
A

=
F

A0
l0
l

= σtest(1 + εtest) (14)
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Figure 9. T First-order buckling mode and initial imperfection.

Figure 10 shows the deformation mode of the specimen under the load condition. The
deformation pattern was highly consistent with the experiment mode and Qin’s result.
The ultimate strength is shown in Table 5, and Figure 11 shows the displacement curve.
According to the deformation mode, the ultimate strength, and the displacement curve,
the FE model showed a high concordance with the experiment, proving that the FE model
proposed in this paper was reasonable and accurate. Thus, the following FE analyzing
results could be trusted with reasonable accuracy.
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Table 5. The ultimate strength of the specimen.

λ
Experimental

Result
Qin’s FE
Result FEM Result Error 1 Error 2

12.22 2424 2384.3 2446.1 0.90% 2.60%
25 - 2315.6 2237.2 - 3.40%
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3.2. Influence of Local Random Pitting Rate

Using the methods proposed in Section 2, local random pitting models in which
λ = 25 were employed, and the ultimate strength Fu of the models was calculated with
the method in Section 3.1. Figure 12 shows the deformation modes of the models where
local pitting was randomly generated in regions 1~8. Considering the randomness of the
size and the location of the pits, the lower limit of ultimate strength in a 95% confidence
interval was taken as Fu of the specimens corresponding to each pitting corrosion rate P0
and corrosion region. Figure 13 shows the regression results of the variation trend of Fu
using the least-squares method with variable P0 in different corrosion regions.
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Figure 13. Ultimate strength with variable P0 in different corrosion regions.

For regions 1~3, Fu decreased linearly with the increase in pitting corrosion rate P0.
The minimum value of R2 was 0.979, which showed an apparent linear trend. The slope
of the fitted results took values in the range [−22.9, −19.1] with a mean value of −21.1,
and the intercept took values in the range [2209.6, 2298.9] with a mean value of 2248.7.
The variation coefficients γs = 9.1% and γi = 2.0% indicated a high trend consistency of Fu
with P0 in regions 1~3. The difference between the mean value of the intercept and the Fu
of the non-pitting specimen was 0.5%, which showed the rationality of the fitting result.
For region 4, Fu decreased linearly with the increase in P0, with R2 = 0.970. The difference
between the mean value of the intercept and the Fu of non-pitting specimen was 1.0%.



Appl. Sci. 2023, 13, 8883 14 of 21

For region 5, Fu showed a secondary parabolic decreasing trend with the increase in
P0, with R2 = 0.995. For regions 6–8, Fu remained constant when corrosion rate P0 < 8%,
which meant the low R0 had little effect on Pu when pitting occurred in regions 6~8. Fu
decreased linearly with the increase in P0 when P0 > 8%, with R2 > 0.987. The slope of the
fitted results took values in the range [−29.1, −27.6] with a mean value of −28.3, and the
intercept took value in the range [2442.2, 2458.5] with a mean value of 2450.3. The variation
coefficients γs = 2.7% and γi = 0.3% showed a high trend consistency. This paper holds that
the decrease in the ultimate strength of the specimen was caused by the stress concentration
and section weakening caused by pitting corrosion. With the increase in pitting corrosion
rate, the influence of stress concentration on ultimate strength was less sensitive than that
of section weakening.

4. CNN for Pitting Detection

In this section, the critical pitting corrosion rate Pcr is defined according to the ultimate
strength calculated in Section 3 and related specifications, and the CNN method for the
pitting detection of the steel columns is developed based on Pcr and the database of vibration
modes of the component where the slenderness ratio equals 25.

4.1. Critical Pitting Corrosion Rate

To satisfy the structure’s safety and the economy’s benefits, the critical strength of
non-pitting columns under axial compression Fcr was calculated according to GB50017-2017
code [45] using Equation (15), where ϕ = 0.952 was the stability coefficient of columns,
and fd was the tensile strength of X52Q. Fcr was compared with Fu under different P0 in
Figure 13 when P0 = 12%, the minimum Fu of regions 1~8 was 1951.9 kN, and the minimum
Fu = 1992.6 kN when P0 = 10%. So, the critical pitting rate Pcr was defined as 10% to ensure
that Fu > Fcr.

Fcr = ϕA0 fd = 1960.0kN (15)

4.2. Dataset

The dataset of the vibration modes of the specimen was based on the pitting model
proposed in Section 2. The specimens were divided into ‘corrosion damaged’ and ‘corrosion
undamaged’ based on Pcr. Reference points, which are the octant points in each pitting
model, were set to output the displacement of the first six vibration modes. Figure 14
illustrates the location of the reference points. Two dimensions of vibration, UX and UY,
were considered to determine the displacement. When calculating the dataset, pitting
FE models were developed based on the specimen in Section 3, which was λ = 25, and
committed to ABAQUS to analyze using the subspace iteration method. Python scripts
were coded to obtain the first six vibration displacements of the points from the analytical
result files.
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Figure 14. Vibration reference points of specimen.

Figure 15 shows the diagram of the dataset, where U1 and U2 represent the dimension
of X and Y, respectively, and the numbers 0 and 1 indicate the judgment of damage to the
specimen. The data volume of the dataset was 5376 with the same number of damaged
and undamaged specimens. The vibration mode data had a dimension of 9 × 6 after
normalization and standardization using the Z-Score method. To ensure this, the vibration
features learned by the CNN were not only applicable to the training set but also to the
validation set, and the same mean and standard deviation were applied to the training and
validation set when conducting the normalization and standardization.
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Figure 15. Diagram of dataset.

4.3. CNN

A CNN was developed to determine the corrosion damage to the specimen. Consid-
ering that already existing CNNs such as AlexNet have a complex structure and a large
number of network layers, which consume a mass of calculation resources, we designed
a new CNN. The network consisted of the input and output layers, two convolution lay-
ers, two max-pooling layers, and three FC layers. Figure 16 illustrates the structure of
the network. The dimension of the input data was 2 × 9 × 6, which means the first six
vibration displacements of nine reference points in UX and UY directions were considered.
The detailed information on each layer is shown in Table 6. To avoid overfitting, the joint
adaptation between the weakened neuron nodes was eliminated to improve the general-
ization ability of the network, and dropout (P = 0.3) was utilized to abandon parts of the
neuron. The index of the max-value of the output layer represented the prediction result of
the damaged or undamaged state of the specimen.
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Table 6. Initial layers in the CNN.

Layer Name Number of Filters Size or Dropout Rate Output Size

Input layer - - 2 × 9 × 6
Convolution layer 1 10 3 × 2 10 × 7 × 5
Max-pooling layer 1 - 3 × 2 10 × 5 × 4
Convolution layer 2 20 2 × 2 20 × 4 × 3
Max-pooling layer 2 - 2 × 2 20 × 3 × 2

Fully connected layer 1 - - 1 × 120
Dropout - 0.3 -

Fully connected layer 2 - - 1 × 40
Fully connected layer 3 - - 1 × 10

Output layer - - 1 × 2

The parameters were initialized uniformly in the CNN. The activate function was
Relu in convolution1 and convolution2 and Tanh in FC2 and FC3. Log_softmax was the
classification function, and Nll_loss was the loss function. MBDG was utilized as the
gradient descent method to improve the accuracy. After several attempts, MBDG combined
the training speed and convergence accuracy of this CNN when the batch size equaled 21
or 28.

The dataset was divided into a training set and a validation set at a ratio of 50%. The
epoch was set as 150, and the batch size was set as 28 with 96 data loaders in each batch.
The total number of iterations was 14,400. When a parameter was updated, a momentum
that was set as 0.65 improved the accuracy of the network. The initial learning rate was
0.05. An adaptive learning rate function, the scheduler, was defined to adapt the learning
rate to half of it when the accuracy was not improved within five training steps.

5. Results and Discussion

Figure 17 illustrates the loss function decrease curve of the training set. The loss began
to converge after 10,000 iterations when the adjacent average method was applied. The loss
of the training set decreased from 0.73 at the beginning to 0.58 at the end and gradually
stabilized, which proved the training was effective. Figure 18a illustrates the loss of the
valid set, with the loss decreasing from 0.69 at the beginning to 0.59 at the end. It can be
observed that the loss of training and validation both decreased in a lower magnitude.
The pitting damage determination accuracy is shown in Figure 18b, which increased from
50% to 75.5% with Pcr = 10%. It can be seen that the accuracy was low for the binary
classification of damage determination, which did not satisfy the requirements for damage
determination, so the network needed to be modified.
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After many attempts, we found that the accuracy could not be effectively improved
by modifying the network structure or parameter settings, so the dataset was adjusted.
Considering the random pitting in the four dimensions of depth, size, location, and quantity,
the vibration mode difference between specimens with the same pitting region and the
adjacent P0 was relatively small. This led to the fact that even if the CNN had a significant
nonlinear fitting ability, it was hard to distinguish the undamaged specimens with P0 = 10%
and the damaged specimens with P0 = 12%. In practice, it made no difference whether the
component with P0 = 10% was judged as damaged or undamaged. The safety redundancy
of pitting protection was increased if the component with P0 = 10% was determined to be
damaged, or the Pcr standard was satisfied if it was determined to be undamaged. Thus,
the data with P0 = 10% could be removed from the database to increase the difference
between the vibration modes of damaged and undamaged specimens, which improved the
training effect of the network.

The data with P0 = 10% were removed from the database, while an equal number of
data with P0 = 2–8% were added. The new dataset was divided into a training set and a
validation set at a ratio of 50%. The iteration epoch was set as 150, and the batch size was
set as 21 with 128 data loaders in each batch, with other learning parameters were kept the
same. Figure 19 illustrates the loss function decrease curve of the training set. With the
modification of the dataset, the loss of the training set decreased from 0.76 at the beginning
to 0.20 at the end and gradually stabilized, which had a decreasing amplitude five times
larger than the unmodified training set. The change in the loss proved the effectiveness
of the training of the network. Figure 20a shows the loss of the validation set, with the
loss decreasing from 0.69 at the beginning to 0.26 at the end, which had a decreasing
amplitude four times larger than the unmodified validation set. We determined that the
adjustment of the dataset can improve the convergence and effectiveness of the network to a
higher extent.

Figure 20b shows the correct damage determination curves of the training set with
the number of iterations after the modification of the dataset. During the training process,
the correct rate of determining damage by using Pcr = 10% as the critical corrosion rate
gradually increased from 50% to 90.2%, which was 14.7% higher than 75.5% (the vibration
samples when P0 = 10% corrosion rate were not removed). It further demonstrated the
accuracy of pitting damage determination by the convolutional neural network, which is
of strong practical significance and theoretical value.
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6. Conclusions

This paper combined numerical simulation and theoretical analysis to carry out sys-
tematic research on the ultimate strength of localized random pitting steel components and
established localized random pitting damage determination methods using the CNN. In
this paper, first, a numerical simulation of random pitting was realized by establishing a
multi-parameter localized random pitting numerical model, combined with Python lan-
guage and ABAQUS finite element software. Then, using cylindrical steel columns for
offshore steel platforms as the study object, the mechanical properties of the axial compres-
sion under localized random pitting were investigated to clarify the critical corrosion rate
to determine the damage. Finally, the critical pitting rate of the cylindrical steel column was
determined, and a convolutional neural network was built and trained to determine the
damage by inputting the vibration mode of the steel column as the classification criterion,
and the accuracy and effectiveness of the neural network were demonstrated. Conclusions
can be drawn as follows:

(1) The accuracy of the numerical model. The multi-parameter localized random pitting
numerical model established herein can fully express the randomness of pitting pits
in shape and location while ensuring the reasonable shape parameters and location
coordinates of pitting pits, which can fully describe the realistic pitting situation of
steel columns.

(2) Statistical patterns of bearing capacity of localized random pitting corrosion in steel
columns. With low dispersion, the ultimate strength distribution of localized random
pitting steel columns has good statistical significance. For steel columns with one end
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fixed and one end hinged, the ultimate strength decreases linearly with the increase
in the pitting corrosion rate when pitting occurs in regions 1–4; the ultimate strength
shows a secondary parabolic downward trend as the pitting corrosion rate increases
when pitting occurs in region 5; the bearing capacity of the steel column first remains
constant and then shows a linear decrease with the increase in corrosion rate when
pitting occurs in regions 6–8.

(3) A pitting detection neural network. This study establishes a convolutional neural
network to determine whether a steel component is damaged or not by inputting the
first six vibration modes. The network has a high detection accuracy, which meets the
practical engineering requirements and proves that it is of great theoretical significance
and actual application value to determine the damage to a steel component by the
convolutional neural network.

(4) The detection system of random pitting corrosion. Based on the numerical model of
random pitting, the critical corrosion rate is defined by studying the ultimate strength
of pitting components, and then vibration modes are input to train the convolutional
neural network for damage determination; thus, a localized random pitting damage
determination network with reasonable accuracy is worked out.
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