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Abstract

:

Featured Application


Non-invasive target tracking for assessing object movements or deformations.




Abstract


Many applications in physics and engineering require non-invasive, precise object tracking, which can be achieved with image processing methods at very good cost-efficiency ratios. The traditional method for measuring displacement with subpixel resolution involves cross-correlation between images and interpolation of the correlation peak. While this method enables target tracking with a resolution of thousandths of a pixel, it is computationally intensive and susceptible to peak-locking errors. Recently, a new method based on discrete subtraction between images has been presented as an alternative to cross-correlation to improve computational efficiency, which also results in being free of peak-locking errors. This manuscript presents an experimental evaluation of the performance of the discrete subtraction method (DSM) and compares it with the cross-correlation method in terms of subpixel accuracy and deviation errors. Four different targets were used with apparent displacements as small as 0.002 px, which approaches the theoretical digital resolution limit. The results show that the discrete subtraction method is more sensitive to noise but does not suffer from peak-locking error, thus being a reliable alternative to the correlation method, mainly for calibration processes.
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1. Introduction


Accurate tracking of objects in an image scene is of utmost importance in physics and engineering. Cross-correlation is the most frequently used method for establishing the similarity of two images and tracking changes with time, including relative locations. Although other methods are proposed in the bibliography, e.g., centroid calculation [1] or object recognition and characterization [2], cross-correlation presents clear advantages over these: on the one side, it is very robust with signals corrupted with Gaussian noise, which is the most typical case in images [3]. On the other side, correlation does not require a priori knowledge or characterization of a target since it is based on direct comparison, thus widening its applicability. Additionally, it can be expressed in terms of the Fast Fourier Transform, thus allowing efficient computation algorithms, which may be very convenient for large image sequences.



Cross-correlation has been successfully applied in many fields like Geotechnics [4], Structural Engineering [5], Material Sciences [6], or Particle Image Velocimetry [7]. However, many of these applications require refined correlation results since they are based on tracking displacements or deformations smaller than the maximum system resolution, thus requiring the application of subpixel methods.



In the literature, we can find several strategies for achieving subpixel accuracy with cross-correlation. The simplest approach consists of interpolating the object and the target to obtain intermediate matching positions [8]. The method is easy and straight, although it is computationally inefficient and not accurate for very small displacements.



A better alternative consists of interpolating neither the scene nor the target, but the cross-correlation peak instead. Under this premise, a small neighborhood around the correlation peak is fitted to a known continuous and derivable function, and the peak position is recalculated with the fitting function [9]. This approach is commonly used with pseudo-speckle patterns applied to solid materials to measure local deformations [10], although the technique can also be successfully used with natural textures [11].



The method is computationally efficient, and, with proper election of the fitting area and the interpolant function, the resolution of the cross-correlation can be increased by more than two orders of magnitude.



Independent of the implemented method, the use of interpolation in the cross-correlation method introduces a systematic error in the target position determination called “peak-locking error”. This error consists of a bias in the peak location with a deviation towards the closest integer [12]. This effect has been largely analyzed, and different proposals have been made in order to minimize its effect, although none of the proposals have been totally effective in canceling the effect [9].



Recently, a new method for tracking objects with subpixel accuracy was proposed [13]. The accuracy of this method does not rely on spatial interpolation but on tracking the luminance changes that a moving object provokes in the sensor. A similar effect was used in [14] in order to establish a limit to the subpixel accuracy that is achievable with a sequence of images. In [15,16], the authors propose using these changes to obtain the vibration frequency of an object in a scene, but none of these proposals were able to quantify the amount and direction of the shifting produced.



In brief, the method introduced by Wan et al. [13] proposes the calculation of the difference between an image and its displaced version, and this difference is used to derive two parameters that are associated with horizontal and vertical shifting. Assuming a small movement, these parameters are directly proportional to the actual shifting that has occurred. The discrete subtraction method (DSM) has been proposed for the estimation of subpixel motion with its advantages of accuracy, simplicity, and low computational cost compared with correlation. The method was verified using a 4-f imaging system, and the minimum translation was 0.27 pixels [17]. Since it does not require numerical interpolation, it will not be affected by the peak-locking error, which is a major advantage over the classical correlation approach. On the negative side, it needs precise calibration of the parameters TC and TR, and its robustness against noise and image artifacts has yet to be studied and characterized.



In this manuscript, we propose a validation and evaluation of the DSM technique in comparison to cross-correlation between images, utilizing analytical fitting of the correlation peak. We conducted several sequences with different targets. By employing a micrometric linear motorized stage and a properly calibrated camera, we can achieve apparent displacements of 0.002 pixels on the camera sensor between frames, surpassing the theoretical detection limit for 8-bit images [18] and being 100 times smaller than the previous test [17]. Since our aim is to assess the ideal performance of the methods in the laboratory, we utilized simple target shapes such as a rectangle, a circle, and a Gaussian profile. Additionally, we introduced a more complex target to evaluate the accuracy of both methods for non-symmetrical objects.



Through these tests, we analyzed not only the methods’ ability to register subpixel displacements but also factors such as tracking noise and systematic deviations, including tracking errors. Our findings demonstrate that DSM is a fast and accurate method for tracking objects with subpixel precision, and it may complement the correlation method in some precise tasks.



The manuscript is structured as follows: In Section 2, the materials and methods for the experiments are described. In Section 3, the main results are presented and discussed. Finally, in Section 4, we discuss the main conclusions obtained with our tests.




2. Materials and Methods


2.1. Tracking Methods


As mentioned in the introduction, the objective of this manuscript is to compare the performance of the DSM method with the correlation method for target tracking with subpixel accuracy.



The cross-correlation method is widely recognized in the community. In [9], the authors extensively discuss the cross-correlation method with subpixel refinement, which involves locally fitting the correlation peak neighborhood. Additionally, specific algorithms in Matlab are provided in the referenced work. Therefore, no further discussion will be added here.



The Discrete Subtraction method was recently presented in [13]. Briefly, it considers the difference between an image I0 and its shifted version, Iδx:


  D =   I   0   −   I   δ x    



(1)







From this value, the sum of the values in the ith column Ci and the jth row Rj is computed:


       C   i   =    ∑  j = 1   N       D   i , j     ;     R   j   =    ∑  i = 1   N       D   i , j         



(2)




where 1 ≤ (i,j) ≤ N. Next, the absolute sums of the Ci and Rj values are calculated as:


       T   C   =    ∑  i         C   i       ;     T   R   =    ∑  j         R   j       ;     



(3)







In [17], it is shown that, under the assumption of very small displacements, the parameters TC and TR are directly proportional to the horizontal and vertical shifts, respectively. However, these parameters need to be pre-calibrated with the movement sequence of the target to determine the proportionality coefficient.




2.2. Experimental Setup


As we said above, the aim of this manuscript is to show the capabilities of the Discrete Subtraction Method in comparison to an interpolated cross-correlation function to track subpixel displacements in real experiments. To this end, a target was attached to a micrometric linear stage, and a sequence of the moving target was acquired. Then, all frames of a sequence were compared with the first one by using both methods here discussed. Frame-to-frame displacements and positioning errors were analyzed and discussed.



As we explained in the Introduction, the tracking methods have been tested with four different targets, which are shown in Figure 1. These targets were printed and attached to a rectangular plate that was put into a continuous linear motorized stage (DDSM100/M from Thorlabs), with a minimum incremental movement of 500 nm and repeatability of ±1.5 mm.



For the test, the platform horizontally displaced the object a total distance of 4 mm at an average speed of 0.4 mm/s. In order to guarantee uniform illumination, the whole setup was placed inside a portable photo booth with led stripes and reflective walls. Also, the camera parameters were adjusted until the squared test was uniformly black (therefore the background was not white but gray), and this setting was maintained in the following captures for all the other tests. Finally, we would like to underline that for all objects, the image was printed in black ink, but all frames were inverted before any further processing.



The sequence was captured with a Basler acA800-510 µm camera, with a spatial resolution of 800 × 600 px and 4.8 × 4.8 µm pixel size. To stabilize the temperature of the camera, a heat sink was attached to it through thermal grease. In Figure 2, we show a picture of the whole setup, including the camera and the photo booth.



Subpixel displacement between two consecutive frames has been achieved by setting the camera at 5 m from the target, together with the camera’s temporal resolution. The supporting screen is squared with a size of 150 mm × 150 mm thus giving a px to mm ratio of 1.434 px/mm. The temporal resolution was fixed at 300 fps, so a total of 4000 frames were acquired in each shot. According to the speed of the motorized stage and the camera parameters, the displacement between two consecutive frames is 0.0019 px, or, equivalently, 1.3 µm.




2.3. Image Analysis


After capturing the image, each sequence is processed frame by frame. First, all frames are inverted and filtered with a 3 × 3 median filter through the medfilt2 command in Matlab [19] to minimize noise and prevent the presence of outliers. Then, the minimum value of each frame was subtracted, and the maximum was normalized to its area (the sum of all values).



Tracking by correlation has been implemented through the normxcorr2 function in Matlab [19]. Following the procedure described in [9], subpixel accuracy has been achieved by selecting an area of 9 × 9 px around the correlation peak, adjusting the neighborhood to a gaussian function, and recalculating the peak again.



Additionally, we have calculated the TC and TR parameters following Equations (1)–(3). Since the movement is in the horizontal direction, only the parameter TC is connected to the displacement. Considering that the movement is linear and has a constant speed, this parameter is expected to change linearly with the position. Therefore, it has been normalized to the maximum displacement experimentally obtained, so that we have a direct correspondence between TC and the horizontal shift while the parameter TR will remain at low values. All of this procedure is summarized in Figure 3.





3. Results and Discussion


Calculations were performed with our own software, which can be freely downloaded from [20]. We would like to remark that, in general, with our own software, the calculation time for the DSM method was one order of magnitude lower than the time consumed by the correlation method.



In the first place, the real accuracy of the method was checked. To this end, 2000 frames taken in the middle of the trajectory were selected, and the interframe displacement was calculated. Notice that, according to [18], the maximum achievable subpixel accuracy of a tracking method relates to the dynamic range of the image, which in this case is 8-bits or, equivalently, 256 gray levels. This results in a maximum theoretical resolution of 1/256 ≈ 0.004 px, or, according to our pixel-to-mm ratio, this is equivalent to 3 μm. Since our experiment is below this limit, it is worth exploring if the method is able to follow the displacement or if there is a succession of underestimations and overcorrections of the target position. Furthermore, we can even wonder if the method is really detecting frame-by-frame changes or if the subpixel effect is just the result of statistics. In Figure 4, we present the results for the four targets here used. The statistics for these results are summarized in Table 1.



From the results obtained, we can see that both methods show, on average, the same accuracy since both can correctly reproduce the frame-to-frame displacement. It should be noted that while the mean value remains consistent across all cases, the standard deviation (STD), which accounts for noise and calculation inaccuracies, varies significantly. Dispersion serves as the true measure of accuracy, as values within the range defined by the mean and ±STD should be considered indistinguishable. Consequently, a high STD value indicates that the measurement of interframe displacement lacks precision, potentially leading to small drifts when the total movement is accumulated [21].



According to the STD parameter, the cross-correlation method seems to introduce less dispersion than the DSM method. This may not be surprising, since correlation is known for minimizing the Mean Square Error [3], making it less sensitive to noise in the image.



In general, and according to the results in Table 1, among the four targets proposed, the circular object presents the best results, followed by the mule and the square. These results are in accordance with the conclusions presented in [14,22], where it is stated that objects with complex profiles are more suitable for registering subpixel displacements. In the opposite case, the Gaussian target presents the worst performance. Our hypothesis is that the intensity gradient is degraded as the target moves, thus introducing additional noise to the calculation. In any case, both methods can track an object with a resolution at least higher than 20 μm, or equivalently 0.027 px, which is enough for most cases.



If we focus on specific details of Figure 4, we can see that tracking of the squared target presents a sudden correction every 540 px approximately, which corresponds to a full pixel displacement. Additionally, dispersion in the mule target seems to be higher as the object displaces, meaning that non-compensated displacement errors appear.



In Figure 5, Figure 6, Figure 7 and Figure 8, we represent the target position obtained for each frame. One can observe in all figures the presence of a plateau at the beginning and end of the graph. This happened because the acquisition time of the total sequence was a little longer than the total displacement time in all the movement graphs. Thus, it is easier to identify the initial and final positions and the exact duration of the movement phase.



At first sight, one can see that tracking results from both methods are practically overlapped in the three first cases (Figure 5, Figure 6 and Figure 7). In some graphs, one can see some oscillations that are followed by both methods and are probably due to inaccuracies in the carrying stage.



We would like to draw the reader’s attention to the case of the squared target. Contrary to the other three cases, the square target when tracked through correlation does not present a monotonous trend but four small oscillations, which correspond to the sudden jumps already observed in Figure 4. These oscillations can be better seen in Figure 9, where a magnification of Figure 5 is presented. There, one can appreciate that the position of the target is underestimated with respect to the DMS graph, and suddenly, when the target has travelled one there is an overcorrection. This effect of periodical correction can also be observed in the DSM graph for this target in Figure 4, although it happens at different positions. This effect was also observed in our previous numerical simulations and is a clear example of the peak-locking error that was described in the introduction. Itis also greatly enhanced by the particular structure of the target, which may have its borders aligned with the camera sensors. As was discussed in [22], squared figures are far from optimum targets for object tracking with subpixel accuracy.



In Figure 8, it is unexpected to observe that the DSM curve deviates from a straight line, despite the movement being rectilinear and at a constant speed. As mentioned in Section 2.1, the DSM parameters are typically directly proportional to the displacement, especially for small movements. Considering that the total movement in this case is only 4 pixels, the deviation from a straight line implies that the shifted image from one frame to the next may not accurately replicate the original object, indicating the presence of distortions. It is important to note that the correlation-based method is not affected by these distortions. While the correlation function itself may be impacted by distortions, the tracking task only relies on the peak location, leading to the loss of this information in the final result.



This result may seem contradictory to Figure 4 and Table 1, where it was shown that the dispersion of the mule figure was not very high and was certainly lower than that of the Gaussian target. It’s important to note that those figures represented interframe variability, whereas the results in Figure 8 are the result of cumulative errors over time. These errors may be compensated for, as seen in the case of the Gaussian or square targets, or they may not be compensated for in the case of the mule figure.



Coming back to Figure 8, the observed deviation is probably due to the small holes in the target that modify the linear counting of luminance differences and are responsible for the increasing interframe error trend observed in Figure 4. We have tested this hypothesis by implementing the tracking only with the head of the rider, which has a simpler profile than the whole picture, resulting in a correction of the trajectory, as can be seen in Figure 10. There we include the minimum square fitting results for the central part, between the two plateaus. As can be seen, the results have greatly improved. Observed differences may be due to calculation inaccuracies or noise distortion in any of the two methods, but overall, the small difference observed is not large enough to state that one method is better than the other.



To complete our analysis, the accuracy of DSM and correlation methods has been evaluated by calculating the position errors of the four targets with respect to the theoretical position. We have ignored the starting and ending parts of the graph where the targets are static, so the calculations refer again to the central 2000 frames in the middle of the trajectory. To avoid differences in the initial positions, we have considered relative displacement instead of exact location. Thus, we have compared the theoretical shift between frames (1.3 µm) with the displacement calculated through both methods. In Figure 11, we plot the displacement error for each target, while in Table 2, we give the maximum and mean error with the standard deviation obtained for each case.



Errors depicted in Figure 11 show that both methods, DSM and correlation deviation, provide accurate results with small deviations through all the trajectories. We would like to notice that both correlation and DSM are not calculated incrementally but by comparing each frame with the first one in the sequence. This means that deviations observed are not the result of cumulative errors, but that the error at each frame is independent of the previous one.



One possible source of inaccuracies may come from the motorized stage since the displacements registered are at the limit of the device’s resolution. Although this effect cannot be fully discarded, we would like to point out that the error graphs are different for all the targets, so this component of the error is of a random nature. Another source of error may be the image degradation of the targets as they move, and information in one pixel may be distributed to different sensors. Also, small asymmetries in the printed figure or in the illumination system may contribute to the total error. In any case, all these inaccuracies affect both methods and do not add information about which of the methods has better performance in tracking subpixel displacement.



From Figure 4 and Figure 11, we can confirm that both tracking methods work better with compact and symmetric objects like the circle. In the case of the squared target when using the correlation tracking method, clear sudden jumps corresponding to the peak-locking oscillations can be appreciated, but even with these, the tracking errors are relatively low. Notice also that, although the DSM results do not suffer from sudden corrections with the square, a wavy behavior can be appreciated in the graph for the square, making the errors of similar magnitude as those of the correlation method (see Table 1). This wavy behavior of the error was also observed in Figure 4, for the interframe displacement calculation. In any case, even with these oscillations, the average error considering the whole trajectory is very good.



The worst performance in terms of maximum error and dispersion (STD) is obtained for the gaussian target. As we explained above, limitations in the printer and the image system to correctly acquire the luminance gradient are probably introducing errors in the reference-to-target comparison, degrading the tracking accuracy. In the mule case, the results are a bit worse for the DSM method than for the correlation method. It can be clearly appreciated that the error graphs for the DSM in both targets are always above the correlation curve. Probably, this effect is due to some background noise that adds some bias to the value calculations in Equation (3). In any case, all the errors are very low, and thus no clear advantage can be derived from using one or another method.




4. Conclusions


In this manuscript, we have analyzed the performance of the Discrete Subtraction method (DSM) for target tracking with subpixel accuracy. The method is based on calculating the difference between the grayscale intensity of a reference image and its displaced version [13].



The tracking results of this method, tagged as DSM, have been compared to those obtained with the more popular correlation method with local peak interpolation to achieve subpixel resolution. To this end, four different targets have been mounted on a motorized platform and horizontally displaced while a digital camera records all the process. The experiment resulted in different sequences of moving targets with an expected frame-to-frame displacement of 1.3 µm, or equivalently 0.002 px.



The results indicate that the average performance of both DSM (Digital Speckle Method) and correlation-based methods is similar, but DSM is more sensitive to noise compared to correlation. This sensitivity to noise is reflected in a higher dispersion in the calculation of the target position, which can be up to five times worse for complex objects. Thus, the DSM method may be less accurate for complex objects that exhibit small distortions when captured at different positions.



However, one advantage of DSM is that it does not require interpolation, which means it is not affected by peak-locking errors that can be observed in methods using squared targets when tracked with the correlation method.



In terms of target morphology, the circular target is found to be the most suitable artificial target for subpixel tracking. It is easy to draw and yields clean and accurate results. Additionally, circular shapes are commonly found in natural objects such as perforations or bolts, making them suitable for image tracking using natural objects.



Based on these findings, the DSM method can be considered a reliable alternative to the correlation method. It offers the advantages of simpler implementation and lower computational cost, although it requires previous calibration. However, it should be noted that DSM cannot recognize the direction of movement as currently formulated.



Future studies could focus on analyzing the performance of the DSM method with textured targets, such as pseudo-speckled patterns used in Digital Image Correlation. Results obtained with complex targets suggest that the method may not provide optimal results, but the deviation of the curve from linear behavior can provide valuable information about object distortions that is not captured by the correlation method, where only the peak position is used as a parameter.



In summary, the DSM method is a reliable alternative to correlation-based methods, offering simplicity and a lower computational cost. However, it is more sensitive to noise and may not perform optimally with complex targets. According to this, the choice of circular targets is recommended for subpixel tracking due to their ease of use and accuracy.
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Figure 1. Objects implemented for target tracking with subpixel accuracy. (a) Squared target. (b) Circular target. (c) Gaussian profile, (d) Mule. 
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Figure 2. A picture of the setup with the camera in the middle of the image and the target inside the photo booth in the upper part. 
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Figure 3. Flowchart summarizing the procedure for the analysis of the correlation and DSM tracking methods. 






Figure 3. Flowchart summarizing the procedure for the analysis of the correlation and DSM tracking methods.



[image: Applsci 13 08271 g003]







[image: Applsci 13 08271 g004 550] 





Figure 4. Frame-by-frame calculated displacement for the four targets implemented for 2000 frames in the middle of the trajectory. 
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Figure 5. Calculated position of the squared target using DSM and correlation methods. 
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Figure 6. Calculated position of the circular target using DSM and correlation methods. 
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Figure 7. Calculated position of the Gaussian target using DSM and correlation methods. 
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Figure 8. Calculated position of the mule target using DSM and correlation methods. 
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Figure 9. Detail of Figure 5, showing the correction in the trajectory for the correlation method. 
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Figure 10. Calculated position of the rider’s head using DSM and correlation methods. The graph includes the results of fitting the sloped part to a straight line as a measure of the accuracy of each method. 
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Figure 11. Displacement errors calculated for 2000 frames in the middle of the trajectory. 






Figure 11. Displacement errors calculated for 2000 frames in the middle of the trajectory.



[image: Applsci 13 08271 g011]







[image: Table] 





Table 1. Incremental shift detected for the DSM and Correlation methods for 2000 frames in the middle of the trajectory. All units are given in mm.






Table 1. Incremental shift detected for the DSM and Correlation methods for 2000 frames in the middle of the trajectory. All units are given in mm.












	
	DSM

Max Abs Shift
	Correlation

Max Abs Shift
	DSM

Mean Shift ± STD
	Correlation

Mean Shift ± STD





	Square
	0.015
	0.069
	0.0013 ± 0.0064
	0.0013 ± 0.0039



	Circle
	0.007
	0.007
	0.0013 ± 0.0014
	0.0013 ± 0.0012



	Gaussian
	0.046
	0.021
	0.0013 ± 0.0166
	0.0013 ± 0.0057



	Mule
	0.017
	0.007
	0.0013 ± 0.0057
	0.0013 ± 0.0016
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Table 2. Displacement errors for the DSM and correlation methods for 2000 frames in the middle of the trajectory. All units are given in mm.






Table 2. Displacement errors for the DSM and correlation methods for 2000 frames in the middle of the trajectory. All units are given in mm.












	
	DSM

Max Abs (Error)
	Correlation

Max Abs (Error)
	DSM

Mean ± STD
	Correlation

Mean ± STD





	Square
	0.042
	0.073
	−0.003 ± 0.013
	−0.029 ± 0.018



	Circle
	0.032
	0.021
	−0.011 ± 0.007
	−0.004 ± 0.006



	Gaussian
	0.145
	0.102
	−0.036 ± 0.035
	−0.006 ± 0.030



	Mule
	0.151
	0.086
	−0.080 ± 0.027
	−0.033 ± 0.017
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