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Abstract: An improved YOLOv8s-based method is proposed to address the challenge of accurately
recognizing tiny objects in remote sensing images during practical human-computer interaction. In
detecting tiny targets, the accuracy of YOLOv8s is low because the downsampling module of the
original YOLOv8s algorithm causes the network to lose fine-grained feature information, and the neck
network feature information needs to be sufficiently fused. In this method, the strided convolution
module in YOLOv8s is replaced with the SPD-Conv module. By doing so, the feature map undergoes
downsampling while preserving fine-grained feature information, thereby improving the learning
and expressive capabilities of the network and enhancing recognition accuracy. Meanwhile, the path
aggregation network is substituted with the SPANet structure, which facilitates the acquisition of
more prosperous gradient paths. This substitution enhances the fusion of feature maps at various
scales, reduces model parameters, and further improves detection accuracy. Additionally, it enhances
the network’s robustness to complex backgrounds. Experimental verification is conducted on the
following two intricate datasets containing tiny objects: AI-TOD and TinyPerson. A comparative
analysis with the original YOLOv8s algorithm reveals notable enhancements in recognition accuracy.
Specifically, under real-time performance constraints, the proposed method yields a 4.9% and 9.1%
improvement in mAP0.5 recognition accuracy for AI-TOD and TinyPerson datasets, respectively.
Moreover, the recognition accuracy for mAP0.5:0.95 is enhanced by 3.4% and 3.2% for the same
datasets, respectively. The results indicate that the proposed method enables rapid and accurate
recognition of tiny objects in complex backgrounds. Furthermore, it demonstrates better recognition
precision and stability than other algorithms, such as YOLOv5s and YOLOv8s.

Keywords: tiny object detection; remote sensing image; SPD-Conv; SPANet; YOLOv8s

1. Introduction

Remote sensing images play an essential role in various fields, such as real-time
aviation and navigation monitoring, ecological resource and environmental monitoring,
military object detection, and geological disaster detection [1,2]. However, due to lim-
itations in resolution and the distance between the remote sensing equipment and the
objects being observed, the captured images often depict the target objects in a tiny form.
These tiny objects, characterized by their small scale and weak features, present significant
challenges for accurate object detection in remote sensing images.

Consequently, the detection of tiny objects in remote-sensing images has emerged as a
major research problem in the field of computer vision. Specifically, this problem revolves
around detecting and recognizing small-sized objects in images or videos. For instance, in
the commonly used COCO dataset [3], objects with resolutions smaller than 32 × 32 pixels
are classified as tiny objects.

In early object detection research, most methods are based on traditional feature extrac-
tion methods (e.g., shape, color, texture, etc.), determining object candidate regions through
sliding windows of different scales and inputting object features such as Haar features [4],
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HOG features [5], and SIFT [6] features into the classifier to classify the candidate objects
within the regions. Nevertheless, conventional object detection algorithms have various
limitations, such as inefficient candidate region selection and window redundancy. These
drawbacks hinder the detection of tiny targets in remote sensing images [7,8], and the tra-
ditional object detection algorithms are only applicable to images with simple backgrounds
and significant features, which have great limitations in practical applications.

With the rapid development of computers and deep learning [9,10], Many researchers
have employed sophisticated deep learning models to implement object detection in re-
motely sensed images. Compared with earlier object detection methods, object detection
using deep learning methods has features such as feature self-extraction, high adaptability
and robustness, high accuracy, and higher efficiency in processing large-scale data, such
as R-CNN [11], Fast R-CNN [12], Faster R-CNN [13], SSD [14], YOLO [15], RetinaNet [16],
CenterNet [17], etc. These algorithms usually use convolutional neural networks (CNNs)
to extract image features and perform detection operations on the feature maps. These
methodologies can be categorized as two-stage approaches, relying on the extraction of
regions as their foundation. (e.g., R-CNN, Fast R-CNN, Faster R-CNN, etc.) and one-stage
methods based on regression (e.g., YOLO, SSD, RetinaNet, etc.), as well as keypoint-based
methods (e.g., CenterNet, etc.). One-stage detection algorithms straightforwardly predict
the object’s location and class from the input image, eliminating the need for an explicit
candidate region extraction phase. While computationally smaller and faster, they tend to
be less accurate than two-stage detection algorithms. In two-stage algorithms, the candidate
region extraction phase involves techniques such as Selective Search [18] and RPN [19] to
generate regions potentially containing objects. Although more computationally demand-
ing and slower due to explicit region extraction, two-stage detection algorithms improve
object recognition accuracy, especially for objects with complex backgrounds. Unlike the
previous two algorithms, the keypoint-based approach uses the idea of anchor-free, elimi-
nating the need for anchors when training the model, thus simplifying the training process,
but still does not provide a remarkable trade-off between precision and speed.

At present, there remains significant room for improvement in the accuracy of de-
tecting tiny objects in remote sensing images. The challenges of detecting small objects
arise from their low resolution, which often confuses the surrounding background. More-
over, downsampling during the image processing may cause a loss of object information,
resulting in a sparse representation of object features within the high-level feature map.
Consequently, these features are prone to be disregarded or misinterpreted as background,
leading to false and missed detection issues. In addition, complex environmental sets intro-
duce further complexities, including object occlusion, small object aggregation, varying
light intensities, noise, and diverse object poses, all impacting the accuracy of tiny object
detection. To address these challenges, this paper proposes an improved YOLOv8s-based
algorithm for tiny object recognition, using YOLOv8s as a basic network. The improved
path aggregation network SPANet is also used to reinforce the fusion of feature maps at
various scales and reduce the model parameters. In addition, we incorporate the SPD-Conv
module to reinforce the network’s capability to extract features from tiny objects. The main
contributions of this paper are the following:

A tiny object detection algorithm based on improved YOLOv8s is proposed for com-
plex backgrounds.

- Using the SPD-Conv module, the benchmark network YOLOv8s enhances the complex
background tiny object feature extraction capability. It can also effectively retain fine-
grained feature information and improve network recognition accuracy;

- The SPANet path aggregation network is used to enhance the fusion effect of different
scale feature maps, reduce the model parameters, fully fuse the contextual information,
and reinforce the stability of the network to complex backgrounds.

Overall, this proposed method addresses the challenges associated with detecting tiny
objects in remote sensing images, offering improved recognition accuracy and computa-
tional efficiency in complex backgrounds.
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2. Related Work

Enhancing the recognition accuracy of tiny objects is a significant research area within
object detection. Numerous researchers have devoted themselves to developing tiny object
detection systems.

Wang et al. [20] established a dataset for tiny-object detection in aerial images, namely,
AI-TOD; in addition, a multi-center point-based learning network (M-CenterNet) was pro-
posed to enhance the performance of tiny-object detection. Based on this, Wang et al. [21]
further proposed a new NWD-based tiny-object detector, which can significantly improve
the tiny-object detection performance and reach the state-of-the-art on the AI-TOD dataset.
Sunkara et al. constructed a new CNN building block called SPD-Conv, representing a
general and unified approach. Lin et al. [22] proposed the feature pyramid network (FPN)
algorithm, incorporating a bottom-up and top-down structure that effectively addressed
small object detection by independently predicting feature layers after fusing high semantic
features from deep feature maps with high-resolution information from shallow layers. Liu
et al. [23] proposed the path aggregation network (PAN), which pooled features from all
feature layers and reduced the gap between lower and uppermost feature layers. Shuai
et al. [24] utilized the scale-invariant feature transform (SIFT) as features for ship candidate
regions and performed classification recognition based on the extracted features. Cheng
et al. [25] extracted A multiscale histogram of oriented gradients (HOG) features for can-
didate regions, fused the multiscale features, and performed classification recognition.
Yang et al. [26] improved feature fusion based on RetinaNet, incorporating spatial and
channel attention and utilizing rotating anchor frames for loss calculation, resulting in
enhanced detection accuracy for remote sensing small objects. Building upon this work,
the literature [27] introduced an instance-level denoising module to achieve better feature
extraction and improve detection accuracy. Ding et al. [28] addressed rotation detection
by converting horizontal regions of interest into Rotation Region-of-Interest (RRoI) and
using RRoI pooling for further correction. Guan et al. [29] proposed a capsule feature pyra-
mid network named RoadCapsFPN, which extracted and integrated multi-scale capsule
features to enhance resolution and contextual semantic information in remotely sensed
road images. Zhang et al. [30] introduced the CoF-Net. This coarse-to-fine remote sens-
ing image detection method progressively enhanced feature representation and training
sample selection through feature adaptation and sample assignment, respectively. Based
on YOLOv5s, Deng, et al. [31] proposed a lightweight aerial image object detection al-
gorithm (LAI-YOLOv5s) with relatively less computation and parameters and relatively
faster inference. Wang et al. [32] proposed a lightweight YOLO-ACG detection algorithm,
which balances accuracy and speed and improves the classification errors and missed
detection problems in existing steel plate defect detection algorithms. Anitha et al. [33]
proposed a method that helps in producing vibrant and realistic colors by hybridizing
a convolution neural network with an auto-encoder. Chen et al. [34] proposed a two-
stage lightweight detection framework with extremely low computation complexity, which
enables high-resolution feature maps for dense anchoring to better cover small objects,
proposes a sparsely-connected convolution for computation reduction, enhances the early
stage features in the backbone, and addresses the feature misalignment problem for accu-
rate small object detection. Yang et al. [35] increased the number and size of shallow feature
pyramids to enhance the detection accuracy of small objects, utilizing a densely connected
structure to improve feature representation. YOLT [36] incorporated increased upsam-
pling and connected intermediate shallow features to output features through constant
mapping. Chen et al. [37] combined semantic information from the shallowest features
and fused them with deeper features to enhance the detection rate of small objects. Wang
et al. [38] combined shallow information and simultaneously improved the loss function
to increase the training weights of small targets. Li et al. [39] used deconvolution layers
to fuse shallow and deep features, further enhancing the detection of small objects. How-
ever, introducing shallow features often introduces significant background noise for small
objects. Fu et al. [40] addressed this issue by introducing a balancing factor to weigh the
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fusion of shallow and deep features. Still, this approach relies on the detection task’s a
priori knowledge, limiting its robustness across different tasks. Zhang et al. [41] utilized a
two-stage Faster R-CNN approach, employing deconvolution to upsample each candidate
region from the previous stage, enlarging the feature map size and improving small object
detection. Schilling et al. [42] employed deconvolution layers to scale up in-depth features
and fuse them with shallow features, completing the detection process jointly. Nevertheless,
deconvolution-based operations introduce additional parameters. To mitigate this, Liu
et al. [43] employed expanded convolution operations as a parameter-efficient alternative,
reducing parameters while maintaining the same perceptual field. However, expanded
convolution may lead to loss of local information. To address this limitation, Ying et al. [44]
introduced a pixel attention mechanism for local information fusion, compensating for the
drawbacks of expanded convolution and improving small object detection. Nevertheless,
upsampling operations remain meaningful only if small objects are still distinguishable
in the deep features. Up-sampling does not recover the lost feature information if small
objects are “lost” due to downsampling in deep features. If small objects are “lost” due
to downsampling in deep features, upsampling does not recover the lost feature infor-
mation. Therefore, some works [42] combine the introduction of shallow features with a
deep feature upsampling process to leverage complementary advantages. However, as the
feature map scale increases, computational complexity also rises, leading to increased time
consumption during the detection process, despite the enhanced small object detection
capability. To mitigate this issue, this research paper introduces an end-to-end algorithm
designed for detecting tiny objects within remote sensing images. The proposed approach
leverages a YOLOv8s architecture as its foundation. The algorithm incorporates the effi-
cient path aggregation network SPANet and SPD-Conv modules, enabling stable, quick,
and accurate detection of tiny objects in images with complex backgrounds.

3. Methodology

YOLOv8, a one-stage object recognition algorithm, effectively converts the detection
task into a regression problem. Compared to alternative algorithms, YOLOv8 exhibits
swifter detection speed and improved accuracy, fulfilling the requirement for real-time
detection and recognition of tiny objects. To cater to diverse application demands, the
YOLOv8 network can be scaled to generate five distinct network models of varying sizes.

In this paper, we balance the speed and precision of tiny object detection and choose
the YOLOv8s network as the basic network model.

3.1. YOLOv8s

As an extensively employed network in object detection, YOLOv8 surpasses numerous
preceding models with its faster detection speed and enhanced detection accuracy. The
YOLOv8 network has been scaled according to different usage requirements to acquire
some network models of various sizes. In this study, the YOLOv8s network is selected as
the foundational network model to strike a balance between the speed and accuracy of
recognizing tiny objects amidst complex backgrounds.

The fundamental components of YOLOv8s encompass the CBS (Convolution, Batch
Normalization, SiLU activation) module, SPPF (Spatial Pyramid Pooling Fusion) module,
and C2F (C3-inspired lightweight module with ideas from ELAN) module. The CBS module
comprises a 3 × 3 convolutional layer, a BN (Batch Normalization) [45] layer, and a SiLU
(Sigmoid-weighted Linear Unit) [46] activation function. This arrangement enables the
selection of models characterized by high efficiency and accuracy. By means of feature reuse,
the module mitigates the risk of gradient dispersion while preserving a significant portion of
the original information. The SPPF module, inspired by the SPP structure from SPPNet [47],
improves classification accuracy by extracting and fusing high-level features. Multiple
maximum pooling operations are employed during the fusion process to extract a broad
range of high-level semantic features. The C2F module, inspired by the C3 module and
ideas from ELAN [48], facilitates lightweight implementation in YOLOv8 while achieving
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optimal performance. Notably, YOLOv8 diverges from previous YOLO architectures
through its detection head, which adopts the favored decoupling head approach [49].
yolov8 uses BCE Loss for classification loss and CIOU Loss + DFL for regression loss,
and VFL proposes an asymmetric weighting operation [50]. DFL (Distribution-based
Localization): The spatial coordinates of the bounding box are represented as a generalized
distribution. Let the network quickly focus on the location distribution near the object
location and make the probability density near that location as prominent as possible, as
shown in Equation (1). si is the sigmoid output of the network, yi and yi+1 are the interval
orders, and y is the label. Compared with the previous YOLO algorithm, YOLOv8 is very
scalable.

DFL(si ,si+1)
= −((yi+1 − y)log (si) + (y− yi)log(si+1)) (1)

YOLOv8 distinguishes itself from its predecessors by employing an Anchor-Free
approach instead of the traditional Anchor-Based method. The utilization of a dynamic
TaskAlignedAssigner for matching policies is another notable enhancement in YOLOv8. To
compute the Anchor-level alignment for each instance, Equation (2) is employed, wherein
the classification score is denoted by ‘s’, the IOU value by ‘u’, and the weight hyperparame-
ters by ‘α’ and ‘β.’ Positive samples are selected by choosing the top ‘m’ anchors with the
highest value (t) for each instance, while the remaining anchors serve as negative samples.
Subsequently, the model is trained using an appropriate loss function. These improvements
have resulted in a 1% increase in accuracy compared to YOLOv5, establishing YOLOv8 as
the most accurate detector thus far.

t = sα × uβ (2)

The object detection process employing the YOLOv8s algorithm closely aligns with
other network models within the YOLO series. Initially, the input image is resized to ensure
a consistent dimension of 640 × 640 for all inputs. Subsequently, the network utilizes the
Backbone and Head modules to extract features from the input image, yielding a feature
map with dimensions B × B × C. In this context, the first two dimensions (B × B) denote
the dimensions of the extracted feature map, while the final dimension, C = n × (5 + N),
represents the number of bounding boxes predicted per grid as per the YOLO series
algorithm. In YOLOv8s, ‘n’ denotes the number of bounding boxes, which is set to 3,
and ‘N’ indicates the number of categories to be detected. The value ‘5’ represents four
location coordinate information and one confidence information within each predicted
bounding box.

3.2. SPD-Conv Module

The accuracy of object detection models is generally high when recognizing medium
and large objects. However, the model’s accuracy diminishes rapidly when it comes to
identifying tiny objects in remote-sensing images. This decline can be attributed to the
strided convolution module in the YOLOv8s backbone network. Although this module
enlarges the receptive field and reduces parameter computation through downsampling,
it inadvertently results in the loss of fine-grained information and less efficient feature
representations. In contrast, SPD-Conv [51], instead of employing stride convolution
layers and pooling layers, uses a space-to-depth (SPD) layer and a non-stride convolution
layer. The SPD layer downsamples the feature map while preserving all information in the
channel dimension, effectively eliminating information loss. This design strategy enhances
the model’s training performance by improving the network’s learning capability.

Processing of feature maps by SPD-Conv module when scale = 2, as depicted in Fig-
ure 1, the unprocessed feature map is shown in Figure 1a, Figure 1b indicates that the
feature map is divided equally into four categories in the dimension of space. One color
indicates one category, the vectors of the same color are concatenated together in the dimen-
sion of the space; that is, the feature map of arbitrary size S× S × C1 is downsampled to
generate four feature maps of size S/2× S/2× C1, as illustrated in Figure 1c. Subsequently,
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these four feature maps are concatenated along the C1 dimension, resulting in a feature
map of size S/2 × S/2 × 4C1, as illustrated in Figure 1d.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 17 
 

layers and pooling layers, uses a space-to-depth (SPD) layer and a non-stride convolution 
layer. The SPD layer downsamples the feature map while preserving all information in 
the channel dimension, effectively eliminating information loss. This design strategy en-
hances the model’s training performance by improving the network’s learning capability. 

Processing of feature maps by SPD-Conv module when scale = 2, as depicted in Fig-
ure 1, the unprocessed feature map is shown in Figure 1a, Figure 1b indicates that the 
feature map is divided equally into four categories in the dimension of space. One color 
indicates one category, the vectors of the same color are concatenated together in the di-
mension of the space; that is, the feature map of arbitrary size S×S×C1 is downsampled to 
generate four feature maps of size S/2 × S/2 × C1, as illustrated in Figure 1c. Subsequently, 
these four feature maps are concatenated along the C1 dimension, resulting in a feature 
map of size S/2 × S/2 × 4C1, as illustrated in Figure 1d. 

 
Figure 1. Processing of feature maps by SPD-Conv module when scale = 2; (a) unprocessed feature 
maps; (b–d) space-to-depth on the feature map; (e) the output feature map. 

Following the SPD feature transformation layer, a feature map of size S/2 × S/2 × C2, 
possessing the necessary number of channels C2 for the subsequent module, is obtained 
using nonstrided convolution, as illustrated in Figure 1e. This process effectively pre-
serves all discriminative feature information. 

3.3. Path Aggregation Network SPANet 
In deep learning, the low feature layer has a smaller receptive field than the high 

feature layer, and the backbone network obtains more low feature information, which 
helps to improve the accuracy of tiny object detection. However, the original YOLOv8s 
neck network feature information is not sufficiently fused, making the accuracy rate low. 
Therefore, building upon the original PANet architecture, this study incorporates the shal-
low feature layer P2, which is outputted from the backbone network, as an additional 
input to PANet. Introducing the detailed information from lower layers into PANet facil-
itates the fusion of deep semantic and shallow detail information. Like feature layers P3 
and P4, P2 is concatenated with the up-sampled deep feature layer, enabling the fusion 
process to integrate deep semantic and fine-grained details information. The resulting fea-
ture map is then downsampled to match the size of P3′, followed by feature concatenation 
and convolution operations. Moreover, the feature maps concatenated with P3 and P4 
include not only the down-sampled feature maps from the preceding layer but also the 
feature maps (P3′ and P4′) obtained through previous up-sampling, concatenation, and 
convolution operations. This enrichment of gradient information renders the network 
more robust and effective. 

Figure 1. Processing of feature maps by SPD-Conv module when scale = 2; (a) unprocessed feature
maps; (b–d) space-to-depth on the feature map; (e) the output feature map.

Following the SPD feature transformation layer, a feature map of size S/2 × S/2 × C2,
possessing the necessary number of channels C2 for the subsequent module, is obtained
using nonstrided convolution, as illustrated in Figure 1e. This process effectively preserves
all discriminative feature information.

3.3. Path Aggregation Network SPANet

In deep learning, the low feature layer has a smaller receptive field than the high
feature layer, and the backbone network obtains more low feature information, which helps
to improve the accuracy of tiny object detection. However, the original YOLOv8s neck
network feature information is not sufficiently fused, making the accuracy rate low. There-
fore, building upon the original PANet architecture, this study incorporates the shallow
feature layer P2, which is outputted from the backbone network, as an additional input
to PANet. Introducing the detailed information from lower layers into PANet facilitates
the fusion of deep semantic and shallow detail information. Like feature layers P3 and P4,
P2 is concatenated with the up-sampled deep feature layer, enabling the fusion process
to integrate deep semantic and fine-grained details information. The resulting feature
map is then downsampled to match the size of P3′, followed by feature concatenation
and convolution operations. Moreover, the feature maps concatenated with P3 and P4
include not only the down-sampled feature maps from the preceding layer but also the
feature maps (P3′ and P4′) obtained through previous up-sampling, concatenation, and
convolution operations. This enrichment of gradient information renders the network more
robust and effective.

Compared with the original PANet, the improved model further shortens the distance
between the top and lower layers and enhances the model’s ability to predict tiny objects.
To avoid adding P2 into the path aggregation network to make the model parameters
too much, P4′′ downsampling and feature concatenating and convolution operations are
removed from the original PANet to achieve the purpose of reducing parameters and
balancing the training speed. Finally, the output feature layers P2′, P3′ ′ and P4′ ′ are taken
as the input into yolo head to obtain the prediction box, class, and other information. The
architecture of the SPANet (Small Path Aggregation Network) is shown in Figure 2.
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3.4. SP-YOLOv8s

For the recognition task of tiny objects, the original YOLOv8s algorithm has an insuffi-
cient ability to extract features of tiny objects because tiny objects occupy very tiny pixels
of the image. This leads to a low accuracy rate when detecting tiny objects and is, therefore,
not suitable for practical applications. To solve these problems, this paper proposes to use
an efficient path aggregation network, SPANet, to replace the path aggregation network,
PANet, in the YOLOv8s network. This aims to improve the network’s ability to fuse feature
maps at different scales while reducing the network parameters. In addition, except for the
first downsampling, which retains the original CBS, all other downsampled CBS modules
are replaced with SPD-Conv modules to make the network focus on the tiny object features
and reduce the complex background interference. Specifically, the improvement lies in
replacing the original downsampling modules in layers 3, 6, 9, and 12 of the YOLOv8s
backbone network and layers 25 and 29 of the neck network with SPD-Conv modules,
and replacing the original neck network with SPANet. It is true that the SP-YOLOv8s
backbone network consists of layers 1–14, the neck network consists of layers 15–31, and
the last layer is the decoupling detection head, and the above three parts constitute the
complete SP-YOLOv8s. In short, this paper proposes the SP-YOLOv8s algorithm (YOLOv8s
incorporating SPD-Conv and SPANet). The network structure of the proposed algorithm is
shown in Figure 3. The SP-YOLOv8s algorithm is executed as follows:
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Input: images of size 640 × 640 × 3.

1. Image feature extraction using backbone network;
2. Feature fusion using neck network;
3. The feature maps of layers 23, 27, and 31 are input to the decoupling detection head.

Output: feature maps of size 160 × 160 × 39, 80 × 80 × 39, 40 × 40 × 39.

4. Experimental Evaluation

This section begins by introducing the dataset employed in the experiments and the
evaluation metrics adopted to assess the performance. Subsequently, a series of comparative
experiments are conducted between the proposed method and other object detection
algorithms using the AI-TOD aerial image dataset, specially focusing on the recognition
tiny objects. These experiments aim to showcase the effectiveness and superiority of the
proposed approach over existing methods. Following this, ablation experiments are carried
out to evaluate the impact and efficacy of the proposed improvements. Additionally,
experiments are conducted on the Tinyperson dataset [52] to verify the generalization
capability of the proposed method and affirm its robustness across different datasets and
scenarios.

4.1. Experimental Environment and Datasets

All experimental evaluations presented in this research paper were performed within
a consistent experimental environment, employing Ubuntu 20.04 as the operating system,
an Intel(R) Xeon(R) Silver 4214R CPU operating at 2.40 GHz, an NVIDIA Tesla T4 GPU
with 16 GB of memory. The stochastic gradient descent algorithm was utilized to optimize
the loss function. During training, an initial learning rate of 0.01 was employed, and the
learning rate adjustment strategy followed a cosine annealing algorithm.

The proposed approach was evaluated using the recently introduced AI-TOD aerial
image micro-object detection dataset. The images in this dataset possess dimensions of
800 × 800 pixels, while the dimensions of the network’s input image were modified to a
resolution of 640 × 640 pixels. The dataset encompasses eight distinct object categories,
namely, aircraft, bridge, storage tank, ship, swimming pool, car, pedestrian, and windmill,
totaling 700,621 object instances. To ensure comprehensive evaluation, the dataset was
partitioned into training and test sets, following an 8:2 ratio. Consequently, the training set
consists of 11,214 samples, while the test set contains 2804 samples. It should be noted that
the training and test data are strictly independent, ensuring unbiased evaluation. Notably,
the AI-TOD dataset differs from other benchmark datasets, as its largest object measures
less than 64 pixels. Furthermore, approximately 86% of the objects in the dataset are
smaller than 16 pixels, with an average object size of approximately 12.8 pixels. It is worth
mentioning that certain object classes, such as swimming pools and windmills, exhibit
significantly fewer instances compared to more prevalent classes like vehicles and boats.
This class imbalance is commonly observed in aerial image datasets, such as DOTA [53]
and DIOR [54].

Figure 4 shows some images of the AI-TOD dataset (Figure 4a) and some images of
the TinyPerson dataset (Figure 4b).

4.2. Evaluation Indicators

The primary aim of this research paper is to present an effective algorithm for detecting
and recognizing tiny objects in complex backgrounds, effectively balancing the trade-
off between model accuracy and speed. Accordingly, three metrics, namely, accuracy,
recall, and mean average precision (mAP), are employed to assess the model’s accuracy.
Additionally, frames per second (FPS), model size, and billion floating point operations
(GFLOPs) are utilized as performance measures to evaluate the model’s speed.
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The formulas for precision (P) and recall (R) are the following:

P =
TP

(TP + FP)
(3)

R =
TP

(TP + FN)
(4)

In object detection evaluation, TP represents the count of accurately predicted bound-
ing boxes, FP represents the count of incorrectly identified positive samples, and FN denotes
the count of hidden objects.

The average precision (mAP) metric is a comprehensive measure of the model’s
performance by considering both precision and recall. It is computed by determining the
average precision (AP) for each object category at a fixed intersection over the union (IOU)
threshold and subsequently averaging these AP values across all categories. The mAP
values are obtained by calculating the area under the precision-recall (P-R) curve for each
category, where precision is plotted on the X-axis and recall is plotted on the Y-axis. The
following formulas are utilized for the calculation of AP and mAP:

AP =
∫ 1

0
P(r)dr (5)

mAP =
∑C

i=1 APi

C
(6)
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where p(r) denotes the precision-recall curve, and C represents the number of detection
categories.

To ensure a comprehensive and rigorous evaluation of the proposed algorithm, the
evaluation metric mAP@0.5:0.95 was employed. This metric computes the average mean
average precision (mAP) at various intersections over union (IOU) thresholds, ranging
from 0.5 to 0.95 in increments of 0.05 (specifically, at IOU thresholds of 0.5, 0.55, 0.6, 0.65,
0.7, 0.75, 0.8, 0.85, 0.9, and 0.95). Considering a range of IOU thresholds, this evaluation
metric comprehensively assesses the algorithm’s performance.

4.3. Comparison with Other Methods

In order to validate the efficacy of the proposed method in detecting tiny objects,
some notable networks, including YOLOv3-spp [55], YOLOv5s, Faster R-CNN, ATSS [56],
Cascade R-CNN [57], a tiny object detection method from the literature [21], and the original
YOLOv8s algorithm were chosen. The AI-TOD dataset was employed as the experimental
data, and the outcomes of these experiments are presented in Table 1.

Table 1. Experimental results of different methods on AI-TOD dataset.

Method mAP0.5/% mAP0.5:0.95/% FPS Model
Size/MB

Faster R-CNN [13] 26.3 11.1 16 236.33
ATSS [56] 30.6 12.8 2 244.56

Cascade R-CNN [57] 30.8 13.8 1 319.45
YOLOv3-spp [55] 41.1 18.6 74 29.97

YOLOv5s 42.2 18.6 102 17.67
YOLOv8s 43.4 19.3 94 21.48

Literature [21] 49.3 20.8 8 942.92
Proposed algorithm 48.3 22.7 37 19.95

For the Faster R-CNN algorithm, this method selects candidate regions by RPN from
the features extracted from the backbone network in the first stage. It extracts information
from these candidate regions for detection in the second stage. mAP0.5 and mAP0.5:0.95
are both lower, and the FPS is only 16.

For ATSS and Cascade R-CNN algorithms, although both are close to mAP0.5 and
mAP0.5:0.95, and both have higher accuracy than Faster R-CNN, both have extremely low
FPS and more complex models with more parameters than Faster R-CNN.

For the YOLOv3-spp algorithm, this method uses the SPP structure after the backbone
network of the YOLOv3 network to enhance the fusion effect of feature maps at different
scales to achieve tiny object detection. Due to this method’s poor feature extraction effect
and feature fusion, it is not easy to extract and fuse tiny object features in complex back-
grounds. Despite the FPS of 74, it has 41.1% for mAP0.5 and 18.6% for mAP0.5:0.95, which
are reduced by 2.3% and 0.7%, respectively, compared with the YOLOv8s algorithm.

The YOLOv5s algorithm uses an efficient aggregation network PANet to replace
the feature extraction network in the original YOLOv3 network to improve recognition
accuracy and speed. Although the method achieves a recognition speed of 102 FPS, it is
difficult to achieve better detection results using this algorithm due to interference in the
form of a lack of fine-grained feature information of tiny objects in complex background
tiny object images. Except for the Faster R-CNN and YOLOv3-spp algorithms, its mAP0.5
and mAP0.5:0.95 are lower than other comparative methods.

Although the YOLOv8s algorithm achieves 43.4% for mAP0.5 and 19.3% for mAP0.5:0.95,
with a recognition speed of 94 FPS, the accuracy is lower than that of the method used in
the literature [21], and the trade-off between recognition accuracy and speed is not well
obtained.

The method used in the literature [21] was combined with Cascade R-CNN by re-
placing the original IOU metric with the NWD metric to enhance the accuracy rate of
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complex background tiny object recognition. Although the mAP0.5 of this method reached
49.3% and mAP0.5:0.95 reached 20.8%, the model size of this method reached 942.92 MB,
while the FPS was only 8. This method could be more favorable for practical deployment
applications.

The proposed method combines the path aggregation network SPANet, redesigned
YOLOv8s feature extraction network, and uses the SPD-Conv module to make the network
retain more feature information. Compared with the original YOLOv8s algorithm, mAP0.5
improves by 4.9%, mAP0.5:0.95 improves by 3.4%, and model parameters are reduced,
and compared with the algorithm in the literature [21], mAP0.5 differs little, mAP0.5:0.95
improves by 1.9%, FPS improves by 29, and model parameters are significantly reduced,
model size reduced 46 times, thus achieving a better detection precision and speed trade-off.
It provides the basis for future tiny object detection algorithms that can be deployed on
edge devices for real-time detection.

4.4. Ablation Experiments

A series of experiments were conducted to facilitate a comprehensive evaluation of
the improved SPANet structure’s influence on both recognition precision and speed and to
establish the merits of the SPANet structure employed in this research. These experiments
involved utilizing the SPANet structure in conjunction with the YOLOv8s algorithm, and
their respective outcomes are presented in the initial two rows of Table 2.

Table 2. Experimental results of different modules on AI-TOD dataset.

Method mAP0.5/% mAP0.5:0.95/% FPS Model
Size/MB GFLOPs

YOLOv8s 43.4 19.3 94 21.48 28.5
YOLOv8s + SPANet 45.9 21.0 47 17.49 62.9

YOLOv8s + SPD-Conv 46.1 20.9 63 24.41 45.8
YOLOv8s + SPD + SPANet 48.3 22.7 37 19.95 86.5

Using the SPANet structure as a path aggregation network increases the model size
and GFLOPs, and its FPS decreases, it still manages to improve its mAP0.5 by 2.5% and
mAP0.5:0.95 by 1.7% while ensuring real-time performance. The experiments show that
using SPANet as a path aggregation network not only improves the accuracy of the original
YOLOv8s algorithm and reduces the parameters of the model but also meets the demand
of real-time recognition.

To establish the effectiveness of the employed SPD-Conv module, an experimen-
tal setup was devised wherein the SPD-Conv module was integrated with the original
YOLOv8s framework, while the unmodified YOLOv8s configuration was used as a basis
for comparison. The results of this investigation, as depicted in the third row of Table 2,
exhibit the impact of incorporating the SPD-Conv module. As observed in Table 3, incor-
porating the SPD-Conv module leads to a noteworthy 2.7% improvement in mAP0.5 and
a 1.6% enhancement in mAP0.5:0.95. Remarkably, these performance gains are achieved
while maintaining a comparable model size, thus attaining an improved balance between
accuracy and speed. The conducted experiments convincingly demonstrate that including
the SPD-Conv module effectively enhances the detection and recognition capabilities of the
models.
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Table 3. Experimental results of different methods on the TinyPerson dataset.

Method mAP0.5/% mAP0.5:0.95/% FPS Model
Size/MB GFLOPs

YOLOv3-spp [55] 26.3 8.91 40 29.95 44.0
YOLOv5s 25.4 8.60 35 17.65 23.8

YOLOv7-tiny [58] 13.2 3.18 128 11.70 0.9
YOLOv8s 25.4 8.60 40 21.46 28.4

Proposed method 34.5 11.8 27 19.88 86.4

To ascertain the efficacy of the proposed method, the combination of YOLOv8s +
SPD-Conv + SPANet is employed, with YOLOv8s + SPD-Conv serving as the comparative
approach. The experimental results, presented in the final two rows of Table 2, highlight
the impact of incorporating the SPANet structure. Notably, the utilization of the SPANet
structure yields a 2.2% improvement in mAP0.5 and a 1.8% enhancement in mAP0.5:0.95.
Moreover, this structural modification effectively reduces the number of model parameters,
thereby striking a desirable balance between accuracy and speed, despite a slight decrease
in FPS. The conducted experiments conclusively demonstrate that concurrently including
the SPD-Conv module and adoption of the SPANet structure significantly enhance the
model’s detection and identification performance while simultaneously minimizing the
model’s parameter count.

Figures 5 and 6 show the validation results of YOLOv8s and SP-YOLOv8s on the
AI-TOD dataset, respectively, with the GFLOPs of YOLOv8s and SP-YOLOv8s shown in
the red boxes.
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4.5. Validation on Other Datasets

In order to fully validate the generality and robustness of the proposed method,
962 tiny object images are selected as experimental data in the public dataset TinyPerson, of
which 696 images are used as the training set and 266 images are used as the validation set,
and the training and validation sets are strictly independent. The proposed methodology
was compared experimentally with the original YOLOv8s algorithm, YOLOv7-tiny [58]
algorithm, YOLOv5s algorithm, and YOLOv3-spp algorithm. The outcomes are presented
in Tables 3 and 4 for reference.

Table 4. Results of the proposed method for each category using the TinyPerson dataset.

Class Precision/% Recall/% mAP0.5/% mAP0.5:0.95/%

Earth_person 48.4 32.7 33.7 12.1
Sea_person 49.6 38.1 35.3 11.6

Table 3 evaluates the detection accuracies through comparative analysis achieved by
the different methods. The proposed method outperforms YOLOv3-spp, YOLOv5s, and
YOLOv7-tiny in terms of mAP0.5 and mAP0.5:0.95 while maintaining real-time perfor-
mance. This indicates that the proposed method exhibits superior recognition performance
and robustness across various types of tiny objects.

Table 4 compares the recognition results of the proposed method for each category. The
empirical evidence substantiates that the proposed methodology exhibits commendable
recognition accuracy across diverse categories.

More intuitively, four labeled images with two categories, Earth_person and Sea_person,
are shown in Figure 7. The recognition results of YOLOv3-spp algorithm (Figure 7a), YOLOv5s
algorithm (Figure 7b), YOLOv8s algorithm (Figure 7c), and SP-YOLOv8s (Figure 7d) are la-
beled in the figure. SP-YOLOv8s algorithm has a better recognition accuracy than YOLOv3-
spp, YOLOv5s, and YOLOv8s.
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5. Conclusions

This paper proposes SP-YOLOv8s, a novel algorithm for detecting and recognizing
tiny objects with complex backgrounds. Based on the improved YOLOv8s method, SP-
YOLOv8s achieves fast, accurate, stable detection and recognition of tiny objects. The
algorithm contains the following two key components: the SPD-Conv module and the
SPANet path aggregation network. Since SP-YOLOv8s incorporates these two components
lead to a lower FPS than the original YOLOv8s. However, these components reinforce the
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feature extraction capability of the baseline network and the fusion effect of feature maps
at different scales, thus improving the accuracy of detecting tiny objects with complex back-
grounds while maintaining real-time performance. Our proposed method exhibits better
performance than existing methods for tiny object detection and recognition. Numerous
experiments have verified its effectiveness and superiority. In the future, our improvement
direction will focus on achieving higher recognition accuracy while reducing computational
complexity. We will strive to optimize the trade-off between speed and precision further.
In addition, our future research will focus on exploring the application of our model in
detecting and recognizing other complex scenes.
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