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Abstract: Open-domain event extraction is a fundamental task that aims to extract non-predefined
types of events from news clusters. Some researchers have noticed that its performance can be
enhanced by improving dependency relationships. Recently, graphical convolutional networks
(GCNs) have been widely used to integrate dependency syntactic information into neural networks.
However, they usually introduce noise and deteriorate the generalization. To tackle this issue, we
propose using Bi-LSTM to obtain semantic representations of BERT intermediate layer features and
infuse the dependent syntactic information. Compared to current methods, Bi-LSTM is more robust
and has less dependency on word vectors and artificial features. Experiments on public datasets
show that our approach is effective for open-domain event extraction tasks.

Keywords: semantic dependency syntax; graph convolution networks; open-domain event extraction

1. Introduction

Open-domain event extraction tasks refer to extracting event information without
pre-defined event types. Currently, the methods used in event extraction are based on
semantic features [1], dependency syntactic structures [2], joint methods, knowledge graphs,
etc. Although the semantic fusion method can capture semantic-rich features of the text
sequence, the news cluster contains multiple events, so it is difficult for the model to
fully and accurately identify all the events in the sentence. This is because the existing
methods only use the sequence to represent the sentences, ignoring the syntactic structure,
long-distance dependency, and global information of the text. It is difficult to capture
long-distance information; in other words, the relevance of multiple events is lost.

Dependency syntax information has been widely used in natural language processing
tasks. A large number of models and experiments have proven that the dependency rela-
tionship between words can effectively improve the performance of multiple tasks under
various modeling methods, including event extraction tasks. The main method uses graph-
ical convolutional networks (GCNs) to integrate dependency syntactic information into
the deep neural network model, but this method has some noise, such as the influence of
secondary dependency information, that is, no dependency relationship but with important
features. A dependency attention-aware graphical convolutional network (DAGCN) [3],
based on the dependency tree of dependency parsing, further uses the attention mechanism
to increase the nodes’ attention to key information and enhance the cohesion of the same
parameter features, effectively using the main dependency relationships between nodes to
learn syntactic structural information.

To address this challenge, we proposed using bidirectional long- and short-term
memory (Bi-LSTM) to encode sentences to further enhance the semantic understanding of
sentences, which have been proven to be suitable for capturing context-dependent semantic
information. At the same time, we fused dependency syntactic information to obtain
syntactic-rich structural information. Our work contributes in the following ways:
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1. Semantic information is introduced based on BERT. We selected BERT end-layer
features to obtain rich semantic features through Bi-LSTM and conducted experiments
on the dataset to verify the validity of the semantic information;

2. Dependency syntactic information is further integrated. We analyzed the depen-
dency syntactic information based on BERT middle layer features using the Stanford
CoreNLP tool, further increasing the attention of nodes to the information in the
graph through a DAGCN;

3. Semantic information and semantically enhanced dependency syntactic information
are dynamically fused. We introduced a gating mechanism to reasonably control the
information flow, extract rich and accurate feature representations, and again verify
the feasibility of combining semantics and dependent syntax.

2. Related Work

In recent years, researchers have conducted several studies on open-domain event
extraction tasks and achieved good results. The existing methods are mainly based on
clustering [4], lexicon [5], Bayesian [6], and syntactic analysis. Clustering-based meth-
ods mainly construct event patterns for each event cluster by event pattern induction
using slot values. Peng et al. [4] proposed a framework for media social event detection,
a heterogeneous event-based information network and a novel GCN, based on which a
parallel heterogeneous clustering algorithm (H-DBSCAN) was proposed for event detection
and discovery.

Many other researchers have proposed lexicon-based approaches applied to open-
domain event extraction tasks using word and phrase vocabularies to support sequential
event extraction tasks. For example, Arnulphy et al. [7] used patterns and shallow pars-
ing to automatically construct a noun event extraction lexicon. Vroe et al. [5] proposed
MONTEE, which is able to distinguish between different types of patterns. That is, to deter-
mine whether an event has occurred, has not occurred, or is uncertain, helping to avoid
extracting untrue events. Most Bayesian-based approaches assume that documents are a
joint distribution of different types of events, slots, entities, and contextual features. For
example, Wang et al. [6] proposed an open-event extraction model based on Bayesian and
generative adversarial networks. Specifically, Dirichlet prior distributions and generators
were used to identify potential event patterns. Zhou et al. [8] proposed a Bayesian model
for extracting structured event representations from media, the latent event model (LEM),
which is an unsupervised approach that does not require annotated data. Xiao Liu et al. [9]
proposed the deep latent variable model (DLVM), which is a neural topic model that was
used to extract event types, patterns, and parameters with better performance than other
basic models. However, most of these approaches ignore semantic and syntactic structural
information.

The results of syntactic analysis are often used to improve open-domain event extrac-
tion methods. For example, verbs help in event trigger detection, while nouns help in event
parameter filtering. Syntactic dependencies, on the other hand, are useful for obtaining
roles and parameters for the same event in multiple sentences. For example, Chau et al. [10]
used syntactic analysis, WordNet, and word disambiguation tools on a gasoline price pre-
diction task to extract relevant events from the news to be input into a deep neural network.
Research has shown that the utilization of dependent syntactic information in open-domain
event extraction is significantly reduced due to the contextual features obtained by pre-
trained encoding already containing certain structural information. However, approaches
incorporating dependent syntactic information have been shown to be effective in improv-
ing the performance of tasks such as named entity recognition, biomedical event extraction
tasks, and sentiment classification. For example, Bohnet et al. [11] redefined named entity
recognition as a structured prediction task based on the idea of dependency resolution in
graphs. Kilicoglu et al. [12] used dependency resolution to analyze dependency paths on a
biomedical event extraction task to discover regularities in biological texts using syntactic
patterns. Therefore, in order to obtain the best extraction results, not only semantic but
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also dependency syntactic information is needed. In this paper, we encode contextual
features based on pre-trained models, learn semantic representations through the Bi-LSTM,
use intermediate layer features to obtain syntactic information using dependent syntactic
tools, and further realize modeling through DAGCNs with the gating mechanism used to
dynamically fuse semantic information and semantically enhanced dependent syntactic
information to obtain richer and more accurate features to improve the performance of
open-domain event extraction.

3. Our Approach

This section studies the open-domain event extraction method, which combines seman-
tics and dependency syntax. As mentioned earlier, the current event extraction methods
tend to discard semantic information, resulting in poor extraction accuracy. Therefore, we
propose dynamically merging semantic and dependency syntactic information from two
perspectives. The overall architecture is shown in Figure 1.

Figure 1. Architecture diagram of the open-domain event extraction model integrating semantic and
dependency syntax information.

In this work, the feature representation of the last layer is selected on the basis of BERT,
and rich semantic features are obtained by using Bi-LSTM.

Dependency syntactic features are further integrated to solve the problem of difficult-
to-capture remote information. At the same time, DAGCN is used to model the graphical
information, realize the direct use of dependency syntactic information, and focus on more
critical node information, thus reducing the noise of dependency information. Specifically,
in order to avoid the interaction between the syntactic structural information contained in
the final word embedding and the dependency syntactic information, BERT non-adjacent
middle layer features are selected through Bi-LSTM as the input of the DAGCN to obtain
richer semantically enhanced dependency syntactic information.

Inspired by previous work, this paper uses a gating mechanism to dynamically fuse the
semantically enhanced representation based on the final layer and the semantically feature-
enhanced dependent syntactic representation based on the intermediate layer to obtain a
richer and more accurate feature representation, further improving the performance of open-
domain event extraction and laying a solid foundation for event mapping construction.
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3.1. Embedding Layer

At the embedding layer, we input statements into the pre-trained language model
BERT for coding, and obtain the context features for each layer. As shown in Equation (1),
we obtain the sentence representation according to the input processing of BERT as follows:

WBERT = {[CLS], w1, w1, . . . , wi, . . . , wn, [SEP]} (1)

where n is the sentence length, [CLS] is the first symbol, and [SEP] marks the end of the
statement. A sequence of length m is generated after the word segmentation X = x1, x2 . . . xm
(n ≤ m).

Secondly, considering that the input of the BERT model has three kinds (word vector,
position vector, and piecewise vector), word vector refers to the embedding vector of each
word, position vector represents the position of each word in the input sequence, and
piecewise vector is used to distinguish different sentences. These three embedding vectors
can be added because their shapes are the same (sequence length, embedding dimension),
so we add the word vector, the position vector, and the segment vector as the input of the
BERT coding layer to better represent the words in the input sequence. Finally, the coding
information of the BERT layer can be obtained through the context feature transformed by
the embedding layer coding as Hi

x. The equation is as follows:

hi
token j

= BERTi( token j
)

(2)

Hi
x =

(
hi

x1
, hi

x2
, . . . , hi

xm

)
(3)

3.2. Semantic Enhancement Presentation Layer Based on the Final Layer Features

As shown in Figure 2, the BERT model consists of a 13-layer transformer encoder
structure. However, multi-layer transformer coding can cause gradient loss or explosion
problems during training, causing further loss of semantic information. The LSTM model
has been proven to be an effective method to solve this problem. However, due to the prob-
lem that LSTM cannot capture reverse sequence information, researchers have proposed
combining forward and backward LSTM (as shown in Figure 3) to obtain bidirectional text
representation and have achieved good results in various NLP tasks.

Figure 2. Schematic of the BERT model.
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Figure 3. Bidirectional LSTM diagram.

In order to obtain the deep semantic representation and context dependence of sen-
tences, this excerpt uses the Bi-LSTM network to learn the sentence’s semantic representa-
tion. The feature representation of the last layer is selected on the basis of BERT, and the
sequence information of sentences is captured by Bi-LSTM to obtain a rich semantic feature
representation M1, as shown in Equation (4):

M1 = BiLSTM
(

H13
x

)
(4)

where H13
x is the output result of the BERT final layer, and M1 includes the concatenation

result of the forward and backward LSTMs.

3.3. Semantic Enhancement Dependency Syntax Representation Layer Based on Middle
Layer Features

After obtaining the semantic information of the final feature, this section obtains the
dependent syntactic features of semantic enhancement from another dimension. Firstly, to
avoid the mutual misdirection of some syntactic structural information contained in the
final layer of BERT and the dependency syntax information, the hidden state of the BERT
non-adjacent intermediate layer is obtained as the input of the Bi-LSTM to implement cod-
ing, providing word representation to model the dependency syntax and avoid capturing
information similarity.

Previous studies have shown that the selection of the middle layer can affect model
performance. Considering the difference in the performances of different downstream
tasks set in the middle layer, this paper conducted experiments on open-domain event
extraction tasks. After experimental verification, layers 1, 4, 7, and 10 showed the best
performance. Therefore, based on the first section, features

[
H1

x, H4
x, H7

x, H10
x
]

were input
into the Bi-LSTM to enhance information representation. In the input process, since BERT
encodes tokens not as the original words but as word pieces, the first token embedding is
used as the word embedding, and we assume that word x is divided into four subwords x1,
x2, x3, and x4; then, x1 is the first token embedding. Equation (5) is the embedding vector
representation of the word x. Equation (6) shows the specific approach: the location of
the head word is recorded using the headindices matrix; subsequently, the corresponding
location is embedded based on the token sequence.
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px = hx1 (5)

Pw = [hw1, . . . , hwn] = headindices(hx1,...,hxm) (6)

The coding process of the Bi-LSTM is shown as follows, where Equation (7) is the
result of the forward LSTM, and Equation (8) is the result of the backward LSTM. Together,
the results are concatenated to obtain M2 =

[−→
H Bi−LSTM‖

←−
H Bi−LSTM

]
.

−→
H Bi−LSTM =

[−→p w1, . . . ,−→p wn
]
=
−−−→
LSTM(pw1, . . . , pwn) (7)

←−
H Bi-LSTM =

[←−p w1, . . . ,←−p w
]
=
←−−−
LSTM(pw1, . . . , pwn) (8)

After obtaining the semantic enhancement information based on the middle layer
feature, this method also introduces syntactic structural information. The feature represen-
tation is input into the DAGCN to realize the direct use of dependency syntactic information
and focus more on critical node information to avoid the noise problem. Finally, the depen-
dency syntactic information representation based on the feature semantic enhancement of
the middle layer is obtained. Specifically, a matrix Ã is first defined, corresponding to the
dependency label for the dependency graph (A refers to the graph adjacency matrix). Then,
all dependency tags are trained to generate the corresponding transition matrix TAG on the
basis of this matrix, and Â is transformed to obtain Ã. Finally, a weighted transformation
is performed on the adjacent node values of elements in the input matrix Hl to update
the node values, and the output of the GCN at layer l + 1 can be obtained through the
activation function. The specific calculation equation is as follows:

Hl+1 = σ

(
D̃−

1
2 ÃD

− 1
2 HlWl

)
(9)

where D̃ is a diagonal matrix, Hl is the output feature of the GCN of the previous layer, Wl

is the parameter matrix of the GCN, where Â ∈ Rn×n, D̃ ∈ Rn×n, H1 ∈ Rn×d, W1 ∈ Rd×d, n
represents the number of nodes in the figure, and d represents the dimension of the GCN vector.

Note that this method uses dependency syntactic trees for graphical convolution. The
complete dependency syntax tree was obtained by the Stanford CoreNLP dependency
syntax tool [13]. As shown in Figure 4, each word is a node, and the edge represents the de-
pendency relationship between the words. The adjacency matrix contains the dependency
relationships of the dependency tree, and the syntactic information is further transformed
into directed graph information through the adjacency matrix.

Figure 4. Dependent syntax diagram.

Stanford CoreNLP has more than 50 dependencies, and Table 1 illustrates some of
the major dependencies with dependency tags, descriptions, and some examples given
for illustration.
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Table 1. Description of the dependency relationship.

Tag Description Explanation Case

expl expletive The main verb of the clause “There is a ghost in the room”
expl (is, There)

tmod temporal
modifier Time modification “Last night, I swam in the pool”

tmod (swam, night)

nsubj nominal
subject Nominal subject “Clinton defeated Dole”

nsubj (defeated, Clinton)

det determiner Determiner “The man is here”
det (man, the )

amod adjectival
modifier A descriptive modifier that modifies a noun phrase “Sam eats red meat”

amod (meat, red)

acomp adjectival
complement A form complement used in verbs “She looks very beautiful”.

acomp (looks, beautiful)

advcl adverbial
clause modifier An adverbial clause that modifies a verb “The accident happened was falling”

advcl (happened, falling)

dobj direct object Direct object “She gave me a raise”
dobi (gave, raise)

nsubjp
ass

passive
nominal
subject

Passive noun subject “Dole was defeated by Clinton”
nsubjpass (defeated, Dole)

3.4. Semantic Representation and Enhancement Depend on the Syntactic Representation
Fusion Layer

Semantic features are part of the syntactic structure, and syntactic structural informa-
tion is helpful in semantic learning, so it is necessary to integrate semantic information and
dependency syntactic information. A gate mechanism can not only reduce the impact of
noise by controlling the flow of information with a large data volume but can also learn
different features to improve the robustness of the model.

Two aspects of feature representation have been obtained from the second and third
sections, namely semantic information representation based on the final layer feature and
semantically enhanced dependency syntactic information representation based on the
middle layer feature. Inspired by previous work, this paper uses a gating mechanism to
further dynamically integrate the two feature representations to achieve two-way weighting,
reasonably allocate semantic and dependency syntax representations, and extract rich and
accurate feature representations. This is shown in Equations (10) and (11) (

⊕
represents

concatenation, Wg represents the weight matrix, � represents element multiplication, and
σ represents the activation function sigmoid):

K =
[
Wg ×Hl+1

⊕
M1

]
(10)

O = σ(K)�K (11)

4. Experiments
4.1. Dataset

This study used the GNBusiness dataset, which contains business news stories from
17 October 2018 to 22 January 2019, retaining the headlines and first paragraphs of the
news stories in each news cluster, totaling 55,618 news stories, 13,047 news clusters, and
288 batches. In each news cluster, there are no more than 5 news reports, and 18 batches of
news clusters were randomly selected, totaling 680 clusters, which were divided into the
training set and test set at a 1:5 ratio.
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4.2. Experimental Setup

In this experiment, the deep learning framework Pytorch was used to build, train, and
test the model framework on a GPU. The experimental parameters are as follows:

The hidden element vector dimension of the Bi-LSTM was 250, the graphical convolu-
tion hidden element dependent on attention perception was 150, the number of layers was
2, the maximum epoch was 80, the batch size was 60, the dropout rate was 0.19, and the
learning rate was 5× 10−4.

4.3. Experimental Results and Analysis
4.3.1. Comparison Experiments

In order to verify the validity of the proposed model, the following models were
selected for experiments on the dataset as the main experiment objects, which are mainly
divided into three categories: the model based on semantic analysis, the model based on
dependency parsing, and the model based on joint semantic syntax.

Firstly, the Bi-LSTM model was selected based on semantic analysis. This model
combines forward and backward LSTM, which can consider contextual information when
processing sequence data and capture long-distance dependency characteristics.

Secondly, DBRNN [14], GCN, GCN-ED [2], and DAGCN [3] were used to model
dependency parsing. Specifically, based on Bi-LSTM, DBRNN integrates dependency
syntactic information and adds a dependency bridge for event extraction tasks. However,
the GCN modeling concatenates the word vector and entity-type vector as the input to
the GCN to improve the event extraction performance. Since the GCN only considers
the relationship between nodes, researchers proposed a variant of the GCN, the GCN-
ED, based on this model. In addition to the embedding vector of nodes, the adjacency
matrix was also used to calculate the embedding vector of the edge. Because it considers
the relationship between nodes and edges, it can better capture complex relationships.
In addition, the DAGCN enhances the differentiation of different features to obtain key
information features.

Finally, a model combining multiple neural network structures proposed by [15,16]
was selected. Yuanfang Yu et al. [16] selected BERT intermediate layer features to reduce
the interaction between the semantic and dependency syntax and improve the extraction
accuracy, while GFDS [15] proposed a method to dynamically integrate semantic and
dependency syntax information using a gating mechanism. The experimental results are
shown in Table 2.

Table 2. Experiment results.

Method
Scheme Matching (%)

P R F1

Bi-LSTM 60.5 41.6 49.3

DBRNN [14] 52.1 47.7 49.8

GCN-ED [2] 53.1 49.8 51.4

DAGCN [3] 53.5 50.4 51.9

Yuanfang Yu et al. [16] 52.6 49.7 51.1

GFDS [15] 52.5 51.9 52.2

Our Model 53.5 52.3 52.9

As shown in Figure 5, in order to observe data indexes more directly, a line chart was
used to compare the F1 values of several models in the experimental results. From the
overall performance, it is obvious that the method of discovery has the best performance in
F1, with P, R, and F1 equal to 53.5, 52.3, and 52.9, respectively. Bi-LSTM showed the worst
performance, with an F1 value of 49.3.
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Figure 5. F1 values of the different models in the datasets [2,3,14–16].

In addition, we found that in the dependency syntactic model, DAGCN had the best
performance, with an F1 score of 51.9, and GCN-ED was second, both higher than DBRNN’s
F1 score of 49.8. This is because DBRNN only uses a dependency bridge to enhance
the dependency syntactic information, mainly focusing on the grammatical information
between words and ignoring information such as the modifier’s phrase or verb voice, thus
consuming too many computing resources for complex and long sentences. The use of GCN
modeling can integrate various information modeling and capture more comprehensive
language features. It can also adaptively learn different types of events in different contexts
and complex language environments.

However, using Yuanfang Yu et al.’s combined method, the DAGCN’s F1 score de-
creased by 0.8 compared with the optimal method, and there was no significant improve-
ment compared with DBRNN. After further analysis, it is believed that GCNs are more
suitable for complex and diverse open-domain event extraction tasks. At the same time,
DAGCNs increase the attention perception and can adaptively weigh different nodes,
fine-tuning the features of different nodes and improving the generalization ability of the
model. In contrast, the GFDS joint approach effectively integrates semantic and depen-
dency syntactic information. Not only are semantics the basis of the dependency syntactic
structure, but sentence dependency is also conducive to learning word-level semantics. In
addition, the gating mechanism can be used to selectively update and reset the state to
prevent gradients from vanishing or exploding.

In conclusion, this method not only considers the importance of semantic informa-
tion but also uses semantics to enhance dependency syntactic information and then uses
DAGCNs to realize the modeling and automatically strengthen the weight of key nodes.
In order to avoid the redundancy of the structural information and dependency syntax
information contained in the final layer, the BERT non-adjacent intermediate layer features
were used as the input of Bi-LSTM, and the gating mechanism was used to control the flow
of information between the different features, thus improving the flexibility of the model.

4.3.2. Ablation Experiments

(1) Influence of different factors on model performance.

In order to analyze the influence of each part of the method and evaluate the contri-
bution of different factors on the model’s performance, further ablation experiments were
conducted on the dataset to gradually eliminate the following four modules to observe
the performance changes, namely the Bi-LSTM final layer, the Bi-LSTM intermediate layer,
the DAGCN layer, and the gating mechanism. In particular, since the gating mechanism is
bidirectionally weighted, if the Bi-LSTM final layer module is removed, the model only has
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a unidirectional input, so the ablation of this part is not gated by default. For the ablation
of the DAGCN layer, considering the difference between the features of the BERT output
to the middle and final layers, gating can also effectively control the flow of information;
therefore, we chose to use a gated dynamic fusion. We used a concatenation layer for
feature fusion when the gating mechanisms were eliminated. Table 3 lists the results.

Table 3. Effects of different factors on the model’s performance.

Method
Scheme Matching (%)

P R F1

− Bi-LSTM Final Layer 52.9 51.7 52.3

−Bi-LSTM Middle Layer 53.4 52.0 52.7

−DAGCN 53.0 51.2 52.1

−Gating Mechanism 53.1 51.7 52.4

It can be seen from the experimental results that different results are produced by
eliminating different layers in the open-domain event extraction task. It was found that the
DAGCN layer has a great impact on model performance, while the Bi-LSTM final layer and
the gating mechanism have a lesser impact, and the Bi-LSTM intermediate layer has the
least influence. Removing the DAGCN layer reduced the model performance by 0.8, again
providing reliable validation of the semantically enhanced dependency syntax approach.
The elimination of the Bi-LSTM final layer resulted in a 0.6 decrease in model performance,
indicating that the Bi-LSTM final layer and gating mechanism have certain effects on the
model, but the convolution of the dependency attention diagram is not as important for
feature modeling. Since the elimination of the Bi-LSTM final layer does not carry the gating
mechanism by default, we ablate the gating mechanism alone, and the experimental results
show that there is no significant difference between the model F1 values and the elimination
of the Bi-LSTM final layer, further demonstrating the effectiveness of the gating mechanism,
or, in other words, the necessity of feature fusion.

At the same time, if the Bi-LSTM intermediate layer factor is eliminated, the perfor-
mance of the model decreases to 52.7, which is relatively mild. This indicates that the
middle layer has little effect on the performance of the model. This may be because the
feature representation provided by some intermediate layers is similar to that of the final
layer, which has a lesser impact on the model performance, while the gating mechanism
can dynamically integrate the semantic and dependency syntactic information to provide a
richer representation.

(2) The impact of intermediate layer selection on model performance.

In addition, different to the study of Yuanfang Yu et al. [16], this paper conducted
an experiment on the open-domain event extraction task. Considering that the data
distribution and feature methods of different sub-tasks are different and that the selection
of the middle layer will affect the performance of the model, we aimed to select the optimal
result to improve the extraction performance. Therefore, reference experiments were carried
out to select different intermediate layers. From layers 1 (the final layer), 3, and 4, we
selected intervals of 4, 3, and 2, respectively, to reduce. The experimental results are shown
in Table 4.
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Table 4. Effects of intermediate layer selection on model performance.

Spacing Number Corresponding Layer P R F1

5 1, 6, 11 51.6 50.0 50.8

4 1, 5, 9, 11 52.5 51.7 52.1

3 1, 4, 7, 10 53.6 52.2 52.9

3 2, 5, 8, 11 52.5 52.3 52.4

3 3, 6, 9, 12 51.8 51.4 51.6

2 2, 4, 6, 8 50.9 51.5 51.2

2 5, 7, 9, 11 51.2 50.6 50.9

1 13 51.5 49.2 50.3

The experiment proved that selecting a layer spacing of 3 and a layer number of 1, 4,
7, or 10 is the most effective. This is attributed to the joint influence of the intermediate
layer spacing and the initial layer. If the interval is too large, the feature correlation learned
will be too low, affecting the feature representation. If the interval is too small, the feature
learning of the adjacent layers will be very similar, causing redundancy. In the selection
of different layers with the same interval of three, the initial layer of one performs very
well, considering that the initial layer can contain the most important original features,
while features obtained after stacking the layers will lose the key representation, resulting
in performance degradation.

5. Conclusions

In this paper, an improved open-domain event extraction method based on a dynamic
fusion of semantic and dependency syntax is proposed for open-domain event extraction
tasks. Based on a BERT fusion of semantic information and semantically enhanced depen-
dency syntax information, rich feature representations were obtained and input into the
neural topic model, solving the problem of existing open-domain event extraction methods,
which lack semantic information and fail to capture long-range information. The improve-
ment was made by the following aspects: Firstly, BERT final layer features were output
through the Bi-LSTM to obtain a rich semantic representation. Secondly, to avoid semantic
and syntactic interference, BERT middle layer features were obtained and input into the
Bi-LSTM network. Then, DAGCN was used to increase nodes’ attention to information
and reduce dependency information noise. Thirdly, the gating mechanism was used to
integrate semantic information and semantic-enhanced dependency syntactic information
to reasonably control the feature flow to improve the accuracy of event extraction. The
results of the main and ablation experiments on the dataset show that the improved method
of fusing semantic and dependent syntactic information is very effective for the study of
open-domain event extraction tasks.

However, current open-domain extraction methods are inferior to traditional methods
in terms of their extraction performance. This means that the proposed method has a
lot of room for improvement, and more research and investigations are still needed to
improve the accuracy and efficiency of open-domain event extraction. Possible future
research directions can start with the following points. First, there should be a deeper
understanding of context. The existing open-domain event extraction model still has a
poor understanding of context and can only extract information relevant to the text surface.
In the future, deeper contextual understanding techniques, such as consciousness and
knowledge maps, should enable open-domain event extraction models to more accurately
understand the text and extract event information. Second, multi-modal information should
be integrated. Future open-domain event extraction models need to be able to process
multi-modal information, such as pictures and videos. Since multi-modal information has
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a strong correlation with text, integrating multi-modal information and text information
can enable a more comprehensive understanding of event information, which is of great
significance for guiding information extraction in the future. Third, there is a need for more
accurate terminology weighting methods. The parts of speech and semantic expression
of different words in a sentence are different. In the process of event extraction, attention
should be paid to the words that are most relevant to the semantic meaning of the sentence.
Therefore, the weight allocation of different words is also very important and is conducive
to improving the accuracy of event extraction. We believe that with the development
of deep learning and knowledge-mapping technologies, open-domain event extraction
techniques will gradually mature and our understanding of natural language models will
become deeper and deeper.
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