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Abstract: This paper presents an optimization method that aims to mitigate disturbances in the
radial-feed system of the ring-pendulum double-sided polisher (RDP) during processing. We built a
radial-feed system model of an RDP and developed a single-tube robust model predictive control
system to enhance the disturbance rejection capability of the radial-feed system. To constrain the
system states inside the terminal constraint set and further enhance the system’s robustness, we added
the ε-approximation to approach the single-tube terminal constraint set. Finally, the effectiveness
of the proposed method for the RDP radial-feed system was verified through simulations and
experiments. These findings demonstrate the potential of the proposed method for improving the
performance of the RDP radial-feed system in practical applications. The polish processing results
demonstrated a substantial improvement in the accuracy of the surface shape measurements obtained
by applying the STRMPC method. Compared to the MPC method, the PV value decreased from
1.49 λ PV to 0.99 λ PV, indicating an improvement in the convergence rate of approximately 9.78%.
Additionally, the RMS value decreased from 0.257 λ RMS to 0.163 λ RMS, demonstrating a remarkable
35.6% enhancement in the convergence rate.

Keywords: optical polishing process; ring-pendulum double-sided polisher; radial-feed system;
disturbance rejection control

1. Introduction

The ring-pendulum double-sided polisher (RDP) is a high-precision optical processing
machine. It is designed for processing large-aperture planar optical components. These
components are widely used in various essential scientific and technological fields, includ-
ing space telescopes [1–3], high-energy laser weapons [4–6], laser nuclear fusion systems [7],
and other essential scientific and technological fields [8–10].

In order to improve the precision optical element processing, numerous amounts of
research have been carried out.

Numerous studies have been conducted to enhance precision optical element process-
ing. Zhong et al. [11] systematically investigated the effects of four crucial process factors,
namely polish pressure, pad rotational speed, polish head rotational speed, and slurry
supply velocity, on chemically mechanically polished optical silicon substrates. Through
meticulous CMP experiments, they successfully identified the optimal combination of
these factors, resulting in a significant improvement in polishing efficiency. Ban et al. [12]
introduced an advanced conditioning method called subaperture conditioning. By strategi-
cally removing and controlling specific regions of the pad surface using a smaller-sized
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conditioner tool, this method achieves a more uniform surface shape and higher polish-
ing accuracy. Zhao et al. [13] investigated a polished trajectory interpolation scheme to
ensure accuracy in trajectory runtime. The NURBS interpolation approach demonstrated
a remarkable improvement in both interpolation and runtime error compared to linear
interpolation. Moreover, the convergence rate of surface error for elements improved from
37.59% to 44.44%. Pirayesh et al. [14] examined the influence of slurry pH on the size of
silica abrasives and their colloidal stability, and how these factors ultimately impacted the
polish rate. Their findings provided strong evidence supporting the significant effects of
slurry pH, abrasive concentration, and grain size on the polish rate. Notably, smaller abra-
sive particles with higher surface area showed improved performance in terms of polish
rate. Chen et al. [15] investigated the impact of robot motion accuracy on element surface
topography during polishing. They developed a material removal model that considers the
normal error of the polishing tool, enabling predictions of surface morphology and form
accuracy under varying normal-error conditions. This model offers guidance for achieving
uniform material removal and improving polishing accuracy. Zhang et al. [16] proposed
a material removal model to reduce surface roughness of optical elements. Through sys-
tematic analysis, they established a uniform polishing method that efficiently enhanced
the surface roughness of hard-polished spherical optics. Zhang et al. [17] developed a
material-removing model to analyze the effects of rotary table run-out error on polishing
efficiency and accuracy at any given point on the element. Through an analysis and a series
of polishing experiments using the KPJ1700 and KPJ1200 CMP machines, they obtained
definitive evidence that reducing the run-out error leads to improved polishing efficiency
and accuracy. Huang et al. [18] introduced an interpolation process for polishing trajectory
using the equal proportional feed rate adjustment strategy. This approach significantly
improved the accuracy of implementing dwell time in optical polishing. Simulations and
experiments demonstrated that their proposed dwell time algorithm and spline interpola-
tion method had a notable impact on enhancing the solution accuracy of dwell time and
improving the convergence rate of form error during the polishing process.

These studies have led to significant advances in improving the accuracy and efficiency
of the polishing process through the optimization of the process and the construction of
material removal models from various perspectives. However, the uncertainty disturbances
during the machining process can affect the polishing efficiency and the precision of the
processed optical elements. Therefore, the disturbance rejection control of the RDP’s
radial-feed system requires further investigation.

Various control methods, such as proportional-integral-derivative (PID) control [19–21],
sliding mode control [22–24], and model predictive control (MPC) [25–28], are commonly
used in practical systems. PID control is known for its simplicity and ease of implemen-
tation, effectively suppressing small disturbances. However, its performance may be
compromised when facing complex uncertainty perturbations. Sliding mode control excels
at attenuating uncertainties but may introduce significant control oscillations, posing chal-
lenges in applications. MPC demonstrates excellent disturbance rejection capabilities by
optimizing control actions based on a predictive model to minimize future errors. Despite
its strengths in handling disturbances, MPC has limitations when dealing with substantial
interferences that exceed the predictive model’s capabilities. In comparison, robust model
predictive control (RMPC) offers superior disturbance rejection capabilities [29–34]. By
considering system uncertainties and employing robust optimization techniques, RMPC
enhances its ability to withstand disturbances. However, it is important to note that even
RMPC may have limitations when confronted with significant interferences, necessitating
additional considerations during implementation.

This paper proposes an optimization method for the polishing process. The proposed
method focuses on improving the radial-feed speed accuracy by establishing a single-tube
RMPC system for the radial-feed system. By effectively mitigating disturbances during
processing, this control system significantly enhances the performance of the radial-feed
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speed control in the RDP, resulting in improved polishing efficiency and accuracy for
the RDP.

The subsequent sections of this paper are structured as follows. This paper is organized
as follows. In Section 2, we establish the model for the radial-feed system of the RDP. In
Section 3, we conduct the control structure of the RDP radial-feed system, highlighting
the design of the single-tube robust model predictive control system. In Section 4, we
present simulations and experiments that validate the effectiveness of our proposed method.
Section 5 concludes the whole paper.

2. Model of Radial-Feed System of the RDP

The RDP is presented in Figure 1. It mainly comprises the lower-polishing disk with
rotation pedestal, the element fixation disk, and the upper-polishing disk. The optical
element is positioned on the element fixation disk, and the lower-polishing disk polishes
the lower surface through rotation. The upper disk and the element-fixation disk polish the
optical element’s upper surface by rotational and radial-feed motion simultaneously.
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Figure 1. The ring-pendulum double-sided polisher.

The radial-feed motion of the element fixation disk is less susceptible to uncertain
disturbances compared to that of the upper-polishing disk. We establish a model for the
radial-feed system of the latter. The upper-polishing disk radial-feed system of the RDP’s
structure is demonstrated in Figure 2. The radial-feed system is composed of a radial-feed
permanent-magnet synchronous motor, a spherical screw drive, and an upper-polishing
disk. The screw is driven by the motor to realize the radial-feed motion.
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Figure 2. Schematic diagram of radial-feed system of ring pendulum double-sided polisher.

The second-order system model proposed in Equation (1) represents an open-loop
transfer function of the radial feed’s speed and current. The motor driving current iq(s)
provides the input, while the radial-feed motor speed of the upper-polishing disk ω(s)
represents the output. The remaining physical quantities in Equation (1) have the following
meanings: T is the load torque, pn is the number of motor poles, ψ f is the flux of a
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permanent magnet, J is the motor’s moment of inertia, and B is the viscous damping
coefficient.

ω(s)
iq(s)

=
1.5pnψ f

(Ts + 1)(Js + B)
=

1.5pnψ f

JTs2 + (J + TB)s + B
(1)

Equation (2) shows the radial-feed system model with its parameters identified by the
multi-innovation stochastic gradient descent parameter identification method [35,36].

ω(z)
iq(z)

=
−2.0491z−1 + 88.5127z−2

1− 0.0788z−1 + 0.1852z−2 (2)

To facilitate the subsequent controller design, we transform the system transfer func-
tion into the state space in Equation (3), which adds the interferences of the system state
and control quantity into the model.

x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) + v(k)

(3)

where A = [0.0788, −0.1852; 1.0000, 0], B = [1; 0], and C = [−2.0491, 88.5127]. x(k) is the
system state variable and u(k) is the system control quantity. w(k) and v(k) are system
state disturbance and control quantity disturbance, respectively.

3. RDP Radial-Feed System Control Structure
3.1. Single-Tube RMPC

Figure 3 shows the control structure of the single-tube RMPC. xi is the actual input.
xo is the actual output. The difference between the input and output is defined as actual
state x(k).
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The structure consists of three parts: nominal model predictive control, state estima-
tion, and state feedback. The identification system model is utilized for the nominal MPC
optimization. x̂(k) represents the estimated state of the system, which is obtained through
the utilization of the estimation matrix L. The total control volume of the single-tube ro-
bust predictive controller consists of the nominal model predictive control (MPC) and the
feedback control. Moreover, the system state gradually approaches the origin under the
influence of the control quantity.

x ∈ X, u ∈ U, w ∈W, v ∈ V (4)
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x(k + 1) = A x(k) + Bu(k)
y(k) = C x(k)

(5)

x(k), u(k), w(k), and v(k) in Equation (3) are constrained by Equation (4). X, U, W, and
V represent the constraint sets containing the origin. Equation (5) describes the nominal
MPC system, which excludes the disturbances w(k) and v(k). x(k) is the nominal prediction
state x(k). u(k) is the nominal model prediction control quantity.

min
x(k),u(k)0:N−1

VN

(
x(k), u (k|k) 0:N−1

)
= F(x(N|k)) +

N−1
∑

i=0
L(x(i|k), u(i|k))

F(x(N|k)) = x (N|k) T Px(N
∣∣∣k)

L(x(i|k), u(i|k)) = x (i|0) TQx(i
∣∣∣k) + u (i|k) T Ru(i

∣∣∣k)
x(k) ∈ X u(k)0:N−1 ∈ U x(N) ∈ X f
i = k, k + 1, · · · , k + N − 1

(6)

x(k) = [x(k|k), x(k + 1|k), · · · x(k + N|k)] is a sequence of the nominal system state
and u(k) = [u(k|k), u(k + 1|k), · · · u(k + N − 1|k)] is a sequence of the optimal control
quantity at k = [0, . . . k]. The integer N represents the prediction horizon length. At current
time k, x(k) is the nominal MPC system state and u(k) = u∗(k|k) is the nominal MPC
control quantity. X f represents the nominal MPC reachable set, while R and Q are two
weight matrices in nominal MPC cost function VN .

u(k) = u(k) + K(x̂(k)− x(k)) (7)

AK = A + BK (8)

The feedback matrix K can eliminate the distance between the actual state and the
estimated state. To ensure system stability, the feedback matrix K must satisfy the condition
that the spectral radius of matrix AK is below a value of 1.

x̂(k + 1) = Ax̂(k) + Bu(k) + L(Cx̂(k)− y(k)) (9)

AL = A + LC (10)

x̂(k) in Equation (9) is the estimated state. The parameters in estimated matrix L must
guarantee that the spectral radius of matrix AL is below a value of 1, ensuring system
stability. The estimated error e(k) is defined as the difference between x(k) and x̂(k). The
prediction error ξ(k) is defined as the difference between x(k) and x̂(k).

e(k) = x(k)− x̂(k) (11)

ξ(k) = x̂(k)− x(k) (12)

Combining Equations (11) and (12), the actual state x(k) can be presented as follows:

x(k) = x(k) + ξ(k) + e(k) (13)

Combining Equations (7)–(12), we obtained the error system as follows:

e(k + 1) = (A + LC)e(k) + w(k) + Lv(k) (14)

ξ(k + 1) = (A + BK)ξ(k)− L(Ce(k) + v(k)) (15)
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A⊕ B := {a + b|a ∈ F, b ∈ D} is the Minkowski sum in the following formulas, where
⊕ represents the operation symbol. The terminal constraint set for e(k) and ξ(k) is designed
by utilizing the minimal robust invariant set. According to Equations (14)–(16), we can
obtain the constraint set E(k) for e(k) and the constraint set Ξ(k) for ξ(k).

E(k + 1) = (A + LC)E(k)⊕W⊕ LV (16)

Ξ(k + 1) = (A + BK)Ξ(k)⊕Φ(k)
Φ(k) = −LC ·E(k)⊕−LV

(17)

Combining the calculation of minimal robust invariant set in Reference [37] and
Equations (14) and (15), we can obtain the minimal robust invariant sets E∞ and Ξ∞.

E∞ = (A + LC)E∞ ⊕W⊕ LV (18)

Ξ∞ = (A + BK)Ξ∞ ⊕ (−LC)E∞ ⊕ (−L)V (19)

3.2. ε- Approximation of the Single-Tube Terminal Constraint Set

This section presents the computation of the single-tube terminal constraint set and
approximates it by utilizing the ε-approximation method.

We define the single-tube constraint variable as z(k). According to Equations (14)–(17),
we obtain the calculation formulas of single-tube constraint reduction:

z(k + 1) = Fz(k) + d(k), d(k) ∈ D(k) (20)

F =

(
A + LC 0
−LC A + BK

)
(21)

d(k) =
[

I L
0 −L

][
w(k)
v(k)

]
(22)

Z(k + 1) = FZ(k)⊕ D(k) (23)

In order to extend the allowable range of system disturbances, the ε-approximation is
designed for the single-tube terminal constraint set. We can utilize the following formula
to calculate the single-tube constraint set Z∞.

Z∞ =
∞
⊕

i=0
FiD (24)

For scalars α ∈ [0, 1) and ε > 0, there exists a positive integer s that satisfies the
condition Fs = aI, which further satisfies Z∞ = (1− α)−1Zs. Then, we define Zs as the
ε-approximation of Z∞.

Z(α, s) = (1− α)−1Zs (25)

When 0 ∈ int(D), Equation (22) and Fs W ⊆ αW hold, so that 0 ∈ int(Z(α, s) ) and
Z∞ ⊆ Z(α, s). Based on Equations (24) and (25), Z(α, s) can approach Z∞, when we choose
appropriate s or α.

α(1− α)−1Zs ⊆ Bn
p(ε), α ∈ [0, 1) ε > 0 (26)

Equation (26) shows that when condition ε ≥ α(1− α)−1max
x∈Fs
‖z‖p = α(1− α)−1min

ε{
Zs ⊆ Bn

p(ε)
}

holds,Z∞ ⊆ Z(α, s) ⊆ Z∞⊕ Bn
p(ε), and where Bn

p(ε) =
{

z ∈ Rn
∣∣ ‖z‖ p ≤ ε

}
represents a p-norm ball in Rn, then Z(α, s) is an ε-approximation of the minimal robust
invariant set Z∞.
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Table 1 presents an overview of the single-tube RMPC structure, which involves an
offline computation phase and online computation phase. Steps 1 and 2 involve the former,
while steps 3 and 4 are related to the latter. Step 2 computes Z(α, s), which is utilized
to constrain the system state. The control quantity u(k) in step 4 facilitates the system
state gradual convergence towards zero. For a more comprehensive understanding of the
STRMPC control process, Figure 4 provides a visual representation.

Table 1. Steps of RDP radial-feed system control method.

Steps Single-Tube RMPC Method

1 Define the predictive control step size N and the constraints X,U,W, and V. Set the
system state x(0) and matrixes L, K.

2 Compute Z(α, s) as the single-tube constraint set by utilizing Z∞.

3 Drive x(k) to the nominal MPC reachable set X f by the nominal model prediction
control quantity u(k).

4 Combine the u(k) and the feedback to obtain the general control law u(k) and drive
x(k) into the single-tube constraint set.
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3.3. Stability Analysis

As part of our analysis, we prove that the nominal MPC shows recursive feasibility.
Moreover, we prove that z(k) will be contained in the terminal constraint set Z∞ and
eventually approach zero.

Using Equation (6), we obtain the difference between the nominal predictive optimiza-
tion cost functions VN(x(k)) and VN−1(x(k + 1)) as follows:

VN−1(x(k + 1))−VN(x(k))
= L(x(0 | k + 1), u(0 | k + 1)) + · · ·+ L

(
x(N − 2 | k + 1), u(N − 2 | k + 1)N−2|k+1

)
+F(x(N − 1 | k + 1))− (L(x(0 | k), u(0 | k)) + · · ·+ L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k)))

(27)

Then, by combining Equation (27) and the condition x(i + 1|k) = x(i|k + 1),
i ∈ [1, N − 1], we obtain:

VN−1(x(k + 1))−VN(x(k)) = L(x(1 | k), u(1 | k)) + · · ·
+L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k))− (L(x(0 | k), u(0 | k)) + · · ·
+L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k)))

= −L(x(0 | k), u(0 | k)) = −
(

x(0 | k)TQx(0 | k)
)
−
(

u(0 | k)T Ru(0 | k)
)
≤ 0

(28)
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The inequality of nominal model prediction optimization cost functions is extended as:

VN−2(x(k + 2))−VN−1(x(k + 1)) = −L(x(1 | k + 1), u(1 | k + 1))
= −

(
x(1 | k)TQx(1 | k + 1)

)
−
(

u(1 | k + 1)T Ru(1 | k + 1)
)
≤ 0

(29)

Due to the nominal MPC ignoring the uncertain disturbance, we demonstrate that
VN(x(k)) is a bounded and non-increasing sequence; therefore, the nominal MPC shows
recursive feasibility.

As the nominal MPC shows recursive feasibility, when k ≥ 0, z(k) ∈ Z, and u(k) ∈ U
are satisfied, z(k) ∈ Z⇒ z(k) ∈ Z and u(k) ∈ U⇒ u(k) ∈ U . Then, using Equation (23),
we can obtain z(0) ∈ Z, z(k) ∈ Z. For k ≥ 0, we can derive z(k) ∈ Z from z(0) ∈ Z; for k ≥
0, x(k) =

[
I I

]
z(k) + x(k) is satisfied. When x(k)→ 0 , we can obtain e(k) + ξ(k)→ Z∞ ;

then, x(k)→ Z∞ . As condition lim
N→∞

x(k + N) = 0, the system state is asymptotically stable.

The system states will gradually approach zero and stabilize in the Z∞.

4. Simulation and Experiment Verification

The parameters of single-tube RMPC (STRMPC) are as follows:
The constraints of the radial-feed control system state variable x1 and its acceleration

x2 are defined as {X : x1 ∈ [−15,+15], x2 ∈ [−15,+15]}, the constraint of the system in-
put control quantity current is {U : u ∈ [−5,+5]}, the constraint of the state disturbance
is {W : w1 ∈ [−1,+1], w2 ∈ [−1,+1]}, and the constraint of the control disturbance is
{V : v ∈ [−0.5,+0.5]}.

The nominal MPC parameters for the STRMPC are as follows:
The matrices Q = [1, 0; 0, 1] and R = [0.01]. The observation matrix is set as

L = [0.0022; 0.0023]. The feedback matrix is set as K = [−0.0372, 0.0882] and the pre-
diction horizon length is N = 15. The MPC method is provided as a comparison to the
proposed method. The parameters of the matrices K, Q, and R in the MPC are identical to
those in the nominal MPC.

As outlined in Section 3, the off-line calculation phase involved simulating the pro-
posed algorithm and the MPC method to evaluate their performance, including a com-
prehensive analysis of the calculation costs. These simulations were conducted using
MATLAB (R2019b) software on a computer system comprising an Intel Core i7–9750H
CPU and 8 GB RAM. During the off-line computation phase, the MPC method exhibited
a computation time of 0.54 s, whereas the STRMPC method required a slightly longer
duration of 0.79 s. The slightly longer computation time of the proposed method during
the off-line calculation phase does not affect the subsequent simulations and experiments
outlined in this study, as these calculations are performed in advance.

4.1. Simulation

We set step, sine, and square wave with amplitudes of 10 rpm and periods of 16 s
as input signals. We separately added noise and load disturbances to the system output
to validate the proposed method’s disturbance rejection capability. The initial system
states for the STRMPC and MPC were defined as x0 = [−10,−3.5]. We used the integral
of the time-weighted absolute error (ITAE) performance index to evaluate the control
performance.

(1) Load disturbance
To verify the system disturbance rejection performance with load disturbance, we

superimposed a 1 rpm load disturbance onto the system output at 16 s and computed the
ITAE indices.

In Figure 5, x1 is presented on the horizontal axis as the system state and x2 is presented
on the vertical axis as the derivative of the system state. The green patches in Figure 5
represent the single-tube terminal constraint set Z(α, s), while the gray patches denote the
nominal MPC reachable set X f . The convergence results shows that the actual system state
x(k) follows x(k) and x̂(k), then eventually converges within the single-tube constraint set.
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Figures 6–8 show that the output curve without a controller is unable to resist the load
disturbance. However, the MPC control method is able to resist load disturbance but still
produces an overshoot. In comparison, the proposed method efficiently suppresses the
disturbance and rarely produces an overshoot.
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Table 2 presents the ITAE indices obtained from the simulations. The STRMPC method
achieves an ITAE index of 1.9203 in square wave tracking, which is approximately 89.87%
lower than the MPC method and 94.63% lower than the no controller method. Similarly,
for sine wave tracking and step response, the ITAE index of the STRMPC method is also
83.87% and 30.79% lower than the MPC method and 91.87% and 90.13% lower than the no
controller method, respectively. The STRMPC method achieves higher control effectiveness
compared to MPC and no controller. Compared with the results of the no controller and
MPC method, the proposed STRMPC method has the smallest ITAE index, which indicates
that the STRMPC method has better control performance.

Table 2. ITAE indices with load disturbance.

ITAE Square Sine Step

No controller 35.7292 23.2893 18.4927
MPC 18.9680 11.7338 2.6376

STRMPC 1.9203 1.8931 1.8255

(2) Noise disturbance
The random white noise disturbance with the amplitude range of [−0.5, 0.5] is set as

the noise interference.
From Figure 9, the STRMPC method is able to maintain x(k) in a terminal constraint

set. Figures 10–12 demonstrate that the proposed STRMPC method is more effective in
suppressing noise disturbance compared to the MPC method. Based on the simulation
results in Table 3, it can be observed that the STRMPC method demonstrates higher control
efficiency compared to the other methods. In square wave tracking, the STRMPC method
has an ITAE index of 4.3713, which is approximately 83.29% lower than the MPC method
and 84.86% lower than the no controller method. Similarly, for sine wave tracking and step
response, the ITAE index of the STRMPC method is lower than the other two methods. It
shows that the proposed method has the lowest index value, which also demonstrates its
stability and tracking accuracy.

Table 3. ITAE indices with ±0.5 noise.

ITAE Square Sine Step

No controller 28.8638 13.6897 10.4474
MPC 26.1636 4.4466 9.9588

STRMPC 4.3713 4.2557 4.1995
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Figure 11. Sine wave tracking with ±0.5 noise disturbance.

To further verify the noise suppression capability of the proposed method, we ex-
panded the noise range to [−1, 1]. The simulation results are presented below.

From Figure 13 it can be seen that the system actual states remain within the terminal
constraint set. Therefore, this simulation result indicates that increasing noise interference
has a rare effect on the system stability of the STRMPC method.
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Figures 14–16 show the ability of the STRMPC method to effectively suppress the
noise disturbance. The ITAE indices in Table 4 show that the STRMPC has a lowest value,
indicating higher control accuracy compared to the other methods. The results demonstrate
that the proposed method effectively suppresses interference, even in the presence of
increased noise interference.

Appl. Sci. 2023, 12, x FOR PEER REVIEW 13 of 21 
 

 
Figure 13. Convergence of system state and terminal constraint set with ±1 noise disturbance. 

Figures 14–16 show the ability of the STRMPC method to effectively suppress the 
noise disturbance. The ITAE indices in Table 4 show that the STRMPC has a lowest value, 
indicating higher control accuracy compared to the other methods. The results demon-
strate that the proposed method effectively suppresses interference, even in the presence 
of increased noise interference. 

Table 4. ITAE indices with ±1 noise. 

ITAE Square Sine Step 
No controller 32.7302 22.2239 17.3989 

MPC 31.5702 19.6901 14.2556 
STRMPC 7.0924 6.8015 6.7940 

 

Figure 14. Step response with ±1 noise disturbance. Figure 14. Step response with ±1 noise disturbance.



Appl. Sci. 2023, 13, 7893 13 of 19
Appl. Sci. 2023, 12, x FOR PEER REVIEW 14 of 21 
 

 

Figure 15. Sine wave tracking with ±1 noise disturbance. 

 

Figure 16. Square wave tracking with ±1 noise disturbance. 

(3) Model parameters uncertainty  
To verify the system robustness, we designed a model parameters uncertainty simu-

lation with ±0.5 noise disturbance and load disturbance for the step response. The models 
with ±10% parameter fluctuations are laid out in Table 5. 

Table 5. Comparison of the model parameters. 

Model A B C 
f1 (90%) [0.0709,−0.1667; 0.9, 0] [0.9; 0] [−1.8442, 79.6614] 
f2 (95%) [0.0749,−0.1759; 0.95, 0] [0.95; 0] [−1.9466, 84.0871] 

f3 (100%) [0.0788, −0.1852; 1, 0] [1; 0] [−2.0491, 88.5127] 
f4 (105%) [0.0827, −0.1945; 1.05, 0] [1.05; 1.05] [−2.1516, 92.9383] 
f5 (110%) [0.0867, −0.2037; 1.1, 0] [1.1; 1.1] [−2.2540, 97.3640] 

The step response results in Figures 17−20 show that the output of different models 
is nearly identical and that the model parameters uncertainty has liĴle influence on the 
system performance. The results in Table 6 demonstrate that the STRMPC method exhibits 
high control effectiveness and robustness against model parameter fluctuations, load 
changes, and noise interference. The ITAE index remains relatively stable for the load dis-
turbance test, with a maximum value increase of only 0.1359 from f1 to f5. Similarly, for 
the noise interference test, the ITAE index shows minimal increase, with a maximum value 
increase of only 0.1255 from f1 to f5. These results highlight the ability of the STRMPC 

Figure 15. Sine wave tracking with ±1 noise disturbance.

Appl. Sci. 2023, 12, x FOR PEER REVIEW 14 of 21 
 

 

Figure 15. Sine wave tracking with ±1 noise disturbance. 

 

Figure 16. Square wave tracking with ±1 noise disturbance. 

(3) Model parameters uncertainty  
To verify the system robustness, we designed a model parameters uncertainty simu-

lation with ±0.5 noise disturbance and load disturbance for the step response. The models 
with ±10% parameter fluctuations are laid out in Table 5. 

Table 5. Comparison of the model parameters. 

Model A B C 
f1 (90%) [0.0709,−0.1667; 0.9, 0] [0.9; 0] [−1.8442, 79.6614] 
f2 (95%) [0.0749,−0.1759; 0.95, 0] [0.95; 0] [−1.9466, 84.0871] 

f3 (100%) [0.0788, −0.1852; 1, 0] [1; 0] [−2.0491, 88.5127] 
f4 (105%) [0.0827, −0.1945; 1.05, 0] [1.05; 1.05] [−2.1516, 92.9383] 
f5 (110%) [0.0867, −0.2037; 1.1, 0] [1.1; 1.1] [−2.2540, 97.3640] 

The step response results in Figures 17−20 show that the output of different models 
is nearly identical and that the model parameters uncertainty has liĴle influence on the 
system performance. The results in Table 6 demonstrate that the STRMPC method exhibits 
high control effectiveness and robustness against model parameter fluctuations, load 
changes, and noise interference. The ITAE index remains relatively stable for the load dis-
turbance test, with a maximum value increase of only 0.1359 from f1 to f5. Similarly, for 
the noise interference test, the ITAE index shows minimal increase, with a maximum value 
increase of only 0.1255 from f1 to f5. These results highlight the ability of the STRMPC 

Figure 16. Square wave tracking with ±1 noise disturbance.

Table 4. ITAE indices with ±1 noise.

ITAE Square Sine Step

No controller 32.7302 22.2239 17.3989
MPC 31.5702 19.6901 14.2556

STRMPC 7.0924 6.8015 6.7940

(3) Model parameters uncertainty
To verify the system robustness, we designed a model parameters uncertainty simula-

tion with ±0.5 noise disturbance and load disturbance for the step response. The models
with ±10% parameter fluctuations are laid out in Table 5.

Table 5. Comparison of the model parameters.

Model A B C

f1 (90%) [0.0709,−0.1667; 0.9, 0] [0.9; 0] [−1.8442, 79.6614]
f2 (95%) [0.0749,−0.1759; 0.95, 0] [0.95; 0] [−1.9466, 84.0871]

f3 (100%) [0.0788, −0.1852; 1, 0] [1; 0] [−2.0491, 88.5127]
f4 (105%) [0.0827, −0.1945; 1.05, 0] [1.05; 1.05] [−2.1516, 92.9383]
f5 (110%) [0.0867, −0.2037; 1.1, 0] [1.1; 1.1] [−2.2540, 97.3640]

The step response results in Figures 17–20 show that the output of different models is
nearly identical and that the model parameters uncertainty has little influence on the system
performance. The results in Table 6 demonstrate that the STRMPC method exhibits high
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control effectiveness and robustness against model parameter fluctuations, load changes,
and noise interference. The ITAE index remains relatively stable for the load disturbance
test, with a maximum value increase of only 0.1359 from f1 to f5. Similarly, for the noise
interference test, the ITAE index shows minimal increase, with a maximum value increase
of only 0.1255 from f1 to f5. These results highlight the ability of the STRMPC method to
maintain accurate control performance, demonstrating its robustness and effectiveness in
achieving high-precision control.
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Based on the simulation results on disturbance rejection and robustness, we conclude
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4.2. Experiment

To evaluate the effectiveness of the proposed method, we conducted experiments
on the radial-feed motor speed and actual polishing process using MPC and STRMPC
methods.

(4) Radial-feed motor speed



Appl. Sci. 2023, 13, 7893 15 of 19

During the experiment on radial-feed motor speed, the sampling period was set to
0.002 s, and the radial-feed motor speed of the system with MPC method and system with
no controller were given as comparisons to the proposed method. The radial-feed motor
speed was set to 30 rpm, and, after the speed stabilized, we changed the reference to 18 rpm
at a time of 20.84 s. The experiment’s results are present in Figures 20 and 21.

The experimental results indicate that the STRMPC displays outstanding robustness
in Figure 21; the speed of the system with STRMPC has fewer steady errors than the speed
outputs of comparison, and hardly produces the overshoot. The better control performance
can be attributed to the STRMPC’s capability to restrict the output error through the single-
tube terminal constraint set, as confirmed by the simulation results. The current curve in
Figure 20 also verifies the robustness of the proposed method. Figure 22 demonstrates that
when the speed changes abruptly, the proposed method has the more stable speed curves,
which reflects its advantage in terms of robustness.
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no controller were given as comparisons to the proposed method. The radial-feed motor 
speed was set to 30 rpm, and, after the speed stabilized, we changed the reference to 18 
rpm at a time of 20.84 s. The experiment’s results are present in Figures 20 and 21.  

Figure 20. Step response of different models with ±0.5 noise disturbance.

(5) Actual polishing process
In the surface processing experiment, we chose a fused silica optical glass with dimen-

sions of 430 × 430 mm and a thickness of 10 mm. The polishing pressure was set at 200 N,
and the upper polishing disk had a radial displacement range of 20 mm relative to the center
of the fused silica optical glass. Both the polishing disk and the glass were rotated at a speed
of 15 rpm. Each piece of fused silica optical glass was then polished for a duration of 30 min.
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Surface shape detection was performed before and after processing; the peak-to-valley (PV)
and root-mean-square (RMS) indices are presented in Figures 23 and 24.
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The application of the MPC method yielded a 23.78% improvement in surface shape as
evidenced by the reduction of the PV value from 1.43 λ to 1.09 λ. However, the reduction of
RMS was reduced slightly from 0.218 λ RMS to 0.216 λ RMS, with a convergence rate of 0.9%.
In contrast, the STRMPC method significantly enhanced both surface shape and roughness,
reducing PV and RMS values from 1.49 λ PV and 0.257 λ RMS to 0.99 λ PV and 0.163 λ RMS,
respectively. Compared with the MPC method, the STRMPC method achieved a higher
convergence rate 33.56% and 36.57% for both PV and RMS. Specifically, the PV convergence
rate was improved by 9.78%, while the RMS convergence rate increased by 35.6%. These
findings suggest that the STRMPC method is more effective in improving surface shape and
roughness accuracy than the conventional MPC method. Therefore, the STRMPC method’s
stable radial feed enables rapid and stable processing of the ring-pendulum double-sided
polisher, resulting in a more uniform surface shape.
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5. Conclusions

In this paper, we propose a single-tube RMPC method for the RDP’s radial-feed
system. The actual parameter identification model of the radial-feed system is presented.
The single-tube RMPC structure is built to improve the disturbance suppression ability of
the system. Further, the ε-approximation is conducted to enlarge the single-tube constraint
sets, which improves the robustness of the system. Additionally, the stability analysis of
the system is presented. Finally, the simulations and experiments have verified the efficacy
of the proposed method in validating the disturbance rejection ability in the radial-feed
system of RDP, and the uniformity of surface shape on optical elements processed by the
RDP. Compared to the MPC method, the STRMPC method achieved higher convergence
rates, a 9.78% improvement in PV convergence rate, and a 35.6% improvement in RMS
convergence rate. These results demonstrate the superior performance of the STRMPC
method in achieving faster and more accurate surface shape and roughness optimization.

However, this study includes the focus only on optimizing the radial-feed system
motor speed control of the RDP, without focusing on its polish rotation system motor
speed control. In the next step, the proposed method can be applied to rotation systems
to achieve dual system linkage control, which further improves the polish efficiency and
polish accuracy of the RDP.
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