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Abstract: Text‑to‑image technology enables computers to create images from text by simulating the
human process of forming mental images. GAN‑based text‑to‑image technology involves extracting
features from input text; subsequently, they are combined with noise and used as input to a GAN,
which generates images similar to the original images via competition between the generator and
discriminator. Although images have been extensively generated from English text, text‑to‑image
technology based on multilingualism, such as Korean, is in its developmental stage. Webtoons are
digital comic formats for viewing comics online. The webtoon creation process involves story plan‑
ning, content/sketching, coloring, and background drawing, all of which require human interven‑
tion, thus being time‑consuming and expensive. Therefore, this study proposes a multilingual text‑
to‑image model capable of generating webtoon images when presented with multilingual input text.
The proposed model employs multilingual BERT to extract feature vectors for multiple languages
and trains a DCGAN in conjunction with the images. The experimental results demonstrate that the
model can generate images similar to the original images when presented with multilingual input
text after training. The evaluation metrics further support these findings, as the generated images
achieved an Inception score of 4.99 and an FID score of 22.21.
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1. Introduction
With the advancement of deep learning techniques, they have been widely utilized in

various fields, demonstrating high performance [1–3]. Image generation technology has
progressed rapidly, startingwith generative adversarial networks (GANs), which generate
fake images similar to the original ones through an adversarial learning process between
the generator and discriminator networks. Currently, they can generate photorealistic im‑
ages that are difficult to distinguish from those drawn by humans.

Text‑to‑image technology refers to the process of enabling computers to generate im‑
ages based on input text [1,4]. Deep learning‑based text‑to‑image technology creates im‑
ages that reflect the contextual features of the text used to condition an image genera‑
tor [5]. Traditional text‑to‑image approaches extract keywords from sentences, synthe‑
size images corresponding to those keywords, and require human intervention. However,
deep‑learning‑based text‑to‑image models extract features from the input text and gener‑
ate images based on these features. Text‑to‑image models trained on GANs create images
similar to the input text by conditioning the image generator to the feature vector of the
sentence. However, thismethod fails to reflect the contextualmeaning of individualwords
in a sentence, thus generating low‑quality images. To overcome this limitation, attention
mechanisms have been introduced in AttnGAN [6] to improve the quality of the gener‑
ated images. Since then, text‑to‑image models such as StackGAN [7], MirrorGAN [8], R‑
GAN [9], Stacking VAE and GAN [10], and Dcfgan [11] have been developed. Despite
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the development of GAN‑based text‑to‑image models, they suffer from unstable image
generation due to the training imbalance between the generator and discriminator. To
overcome these limitations, text‑to‑image technology has recently focused on multimodal
learning and diffusion models. Multimodal learning involves representing information
in various forms, such as images, sounds, and text, and clustering similar data using con‑
trastive learning [12]. Dalle‑2 [13] developed byOpenAI, andDreamBooth [14], developed
by Google, utilize multimodal space as an encoder and a diffusion model as a decoder to
generate images based on the predicted image embedding from the input text. Currently,
most deep learning‑based text‑to‑image methods couple English‑language text with im‑
age data, which limits their accessibility to countries where English is not spoken as the
primary language. Furthermore, translating the native text into English as a preprocessing
step incurs additional complexity and may not achieve the same efficiency. Therefore, a
multilingual text‑to‑image technology that can generate images of similar quality, regard‑
less of the input language, must be developed.

A deep learning‑based text‑to‑image model that generates images similar to those
drawn by humans can be used in the entertainment industry, for example, to create virtual
characters and animations. Webtoons, a portmanteau of “web” and “cartoon,” are comics
that are published on the internet. The webtoon creation process involves story planning,
storyboarding/sketching, coloring, and background drawing. As each stage of webtoon
production requires human involvement, it is time‑consuming and costly. To minimize
human intervention, artificial intelligence‑based methods, such as automatic coloring, au‑
tomatic line drawing, and style transfer techniques, are typically utilized in different stages
of webtoon creation.

For webtoons to attract readers, their overall stories are important. To keep readers
interested and immersed as webtoons progress, tension and resolution must be provided.
To ensure that the readers’ interest and immersion are not lost, the author plans the story
before creating the webtoon. In the planning stage, the author sets the genre, characters,
and worldviews. Before drawing the webtoon, the author describes the scene in detail,
which is called a treatment. Treatment is a term used not only for webtoons but also for
content production, such as movies and dramas. When producing movies, dramas, or
webtoons, treatments are used as references to describe the key elements of a scene, such
as the time, place, and characters involved. Thus, treatments contain rich information
regarding the scenes of the final webtoon product, thus making them suitable input data
for deep‑learning‑based text‑to‑image models.

To overcome these limitations, we proposed a multilingual text‑to‑image model that
can generate webtoon images from not only English but also other languages as inputs. To
develop amultilingual text‑to‑imagemodel, we constructed and trained awebtoon dataset
consisting of English and Korean text and image data. The training process involves ex‑
tracting features from multilingual text inputs using multilingual BERT and training a
GAN‑based text‑to‑image model with image data. Once the training is complete, the mul‑
tilingual text‑to‑imagemodel can generate webtoon imageswhen given amultilingual text
input. Themain contributions of this study are as follows: (1) Unlike existing text‑to‑image
technology that generates images from text written in English, the proposed multilingual
text‑to‑image model uses multilingual BERT as a text encoder to generate images from
multilingual input. (2) As the webtoon dataset is trained on a text‑to‑image model, it is ex‑
pected to contribute to the creation of webtoon content by allowing the model to generate
webtoon images from multilingual text inputs.

The remainder of this paper is organized as follows: Section 2 describes the self‑
supervised pre‑training models and deep learning‑based text‑to‑image technology used
in this study. Section 3 proposes a construction method for the multilingual treatment‑
webtoon dataset and the GAN‑based text‑to‑imagemodel. Section 4 trains the constructed
multilingual text‑to‑image dataset using the text‑to‑image model and verifies the results.
Finally, Section 5 concludes this study and discusses future research directions.
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2. Related Work
2.1. Self‑Supervised Pre‑Trained Models

Natural language processing (NLP) is a field of artificial intelligence that focuses on
teaching machines to understand human language. Therefore, the human language must
be translated into a suitable format, which is called word embedding [15]. Word em‑
bedding refers to the mapping of words that constitute a text into a real‑valued vector.
When words are input into this type of word embedding, they are vectorized in a multi‑
dimensional space, which allows the degree of similarity between words to be measured.
Embedding models, such as word2vec and GloVe, predict intermediate or surrounding
words within a predefined window size in a sentence, resulting in a word embedding.
However, this method cannot fully capture the contexts of words in sentences, resulting in
the same embedding being assigned to words with different contextual meanings. To ad‑
dress this issue, embeddings from the language model (ELMo) were developed, which is a
pre‑trained language model that uses bidirectional LSTMs to reflect the contextual mean‑
ing in the sentence‑embedding models [16]. Later, BERT was developed as a large‑scale
pre‑trained language model based on transformer architecture [17]. BERT is a pre‑trained
language model that uses attention mechanisms to prevent the information loss that can
occur with RNN or LSTM models as the length of the input sentence increases [18]. The
BERTmodel comprises a transformer encoder composed of multi‑head attention and fully
connected layers. The input sentence was tokenized, segmented, and position‑embedded
before being partially masked and input into the transformer. The training was performed
by predicting the masked tokens, thereby enabling the model to understand the context.
Thus, the trained model can extract feature vectors from the input sentences, which can
then be used to perform several NLP tasks, such as sentence classification and question an‑
swering [19]. Numerous transformer‑based derivative models have been developed after
BERT and have demonstrated excellent performance in SOTA.

2.2. Deep Learning‑Based Text‑to‑Image Generation
Deep learning‑based text‑to‑image generates images using the semantic information

of the input sentence. GAN‑based text‑to‑image generation can be divided into two stages:
extraction of semantic information from the text and text‑to‑image generation. First, the
sentence is embedded using word embedding, and features are extracted by inputting
them into an RNN or transformer structure. In the image‑generation stage, the GAN in‑
puts the semantic information of the text, along with noise of the same size as that of the
output‑generated image, to the generator to create an image. By contrast, the discrim‑
inator compares the images generated by the generator with real images. Through the
adversarial learning of two neural networks that constantly create fake images and judge
whether the generated image is real, they generate fake images that are similar to the real
ones. The initial deep‑learning‑based text‑to‑imagemodel uses a deep convolutional GAN
(DCGAN) [5]. The DCGAN‑based text‑to‑image model generates an image using the con‑
ditional vector of a sentence as the condition. Although the generated image is similar in
meaning to the input sentence, it does not reflect the contextual meaning of each word
in the sentence, thus generating low‑quality images. To overcome these disadvantages,
the AttnGAN, which introduces an attention mechanism for image generation, was devel‑
oped. AttnGAN first uses the feature vector of the sentence to create an image, and when
generating the next‑stage image, it combines the attention map of the word with the im‑
age vector to create an improved image step‑by‑step. AttnGAN can express each word
in a sentence in a detailed manner compared with DCGAN; subsequently, StackGAN [7],
MirrorGAN [8], DM‑GAN [9], R‑GAN [10], Stacking VAE and GAN [10], and Dcfgan [11]
were developed, which can express the meaning of the input sentence more precisely and
generate high‑resolution images.

Recently, diffusion‑model‑based text‑to‑image methods have shown better perfor‑
mance compared with GAN‑based methods. GANs suffer from the problem of imbal‑
anced training between the generator and discriminator, which leads to collapse. When
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the generator creates images that can easily fool the discriminator, it stops learning. By
contrast, diffusion models generate images by iteratively adding noise to the training data
in the forward process and recovering data from noise in the reverse process [20]. After
training, the diffusion models generate images similar to the training data using a reverse
process. The DALL‑E 2 model released by OpenAI uses contrastive language image pre‑
training (CLIP) as an encoder and the diffusionmodel as a decoder to generate images from
text [13]. CLIP extracts features from both text and image data and determines the similar‑
ity between them using contrastive learning. After training, text and image features with
similar characteristics are densely packed in a multimodal space [21]. CLIP extracts an im‑
age vector similar to the input text from the pre‑trained model and generates an image by
inputting it into the diffusion model. Diffusion model‑based text‑to‑image methods have
shown superior performance comparedwith GAN‑basedmethods on benchmark datasets
in generative modeling [22,23]. Examples of diffusion model‑based text‑to‑image genera‑
tion methods include Dalle‑2 [13], DreamBooth [14] and imagegen.

GAN and diffusion models have different strengths and weaknesses [24,25]. The
GAN has the advantage of a shorter training time compared with diffusion models; how‑
ever, it has a risk of model collapse owing to the learning imbalance between the gen‑
erator and discriminator. By contrast, diffusion models have the advantage of generat‑
ing a wider variety of high‑quality images than GANs, despite requiring longer training
times. In this study, we trained a DCGAN‑based text‑to‑image model on a multilingual
text‑to‑imagewebtoon dataset specialized in thewebtoon domain to enable the application
of deep learning‑based text‑to‑image technology in the webtoon industry with a shorter
training time.

3. Text‑to‑Image Generation Using Multilingual BERT
In this section, we propose amultilingual text‑to‑imagemodel that generateswebtoon

images when multilingual text input is provided. The proposed text‑to‑image model for
webtoon generation aims to generate webtoons similar to the given text input in English
and Korean and proceeds in the following two steps: First, we constructed a multilingual
text‑to‑webtoon dataset using the MSCOCO dataset, a benchmark dataset, and a cartoon‑
based GAN. Next, we used Multilingual BERT to extract sentence vectors from the multi‑
lingual text‑to‑webtoon dataset and used them as conditions for DCGAN training.

3.1. Webtoon Dataset
To generatewebtoon images using the treatment as input for text‑to‑image generation

models, the model must be trained on both the treatment and webtoon datasets. As con‑
structing a large‑scale dataset consisting of actual treatments and webtoons is challenging,
the benchmark dataset commonly used in generative models, the MSCOCO dataset, was
transformed into cartoons using a pre‑trained CartoonGAN [26]. The MSCOCO dataset is
a description photo dataset released by Microsoft (Washington, DC, USA) that consists of
123,287 training and validation images, each accompanied by five descriptions [27]. The
officially provided dataset includes only English; therefore, the Korean MSCOCO dataset,
which was translated from the MSCOCO dataset by the AI hub in Korea, was additionally
used to construct a multilingual treatment dataset [28]. The KoreanMSCOCO dataset also
consisted of five Korean descriptions per image, resulting in ten sentences per image: five
in English and five in Korean. The pre‑trained CartoonGAN was trained in four styles,
as shown in Figure 1. Thus, 1,232,870 treatment webtoon data pairs were constructed for
each style, thereby resulting in 4,931,480 data pairs for all four styles.
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3.2. Text‑to‑Image Generation with Multilingual BERT
A deep learning‑based text‑to‑image model generates images from input text in two

stages. The first stage is feature extraction of the input text, and the second stage is the
training of a GAN model by combining the extracted text features with noise. Extract‑
ing text features that reflect the contextual characteristics embedded in the text is crucial
because the quality of the generated images is heavily influenced by the quality of the
learned features. Essentially, if the model fails to extract features that capture the essence
of the keywords between the text and image, the generated image may deviate from the
intended meaning of the text. Therefore, in this study, as shown in Figure 2, we utilized a
pre‑trained multilingual BERT model [29], which has demonstrated high performance in
NLP, to extract the feature vectors of sentences. The sentence feature vectors are obtained
using the “cls” token in the BERT model as the sentence vector.
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Figure 2. Sentence vector extraction using Multilingual BERT. The sentence on the left side of the
figure is a sentence written in Korean with the same meaning as the English.

To generate webtoons based on the extracted features of the multilingual treatments,
a GAN‑based DCGANmodel was used. Figure 3 shows the structure of the text‑to‑image
model using DCGAN. The GAN generates images similar to the original data through
competition between two neural networks called the generator and discriminator. The
generator learns by reflecting the distribution of the input data, generates fake data from
random vectors, and compares the data generated by the generator with the original data
to determine whether the data are real or fake. To generate webtoons from multilingual
treatments, the sentence vectors extracted through the Multilingual BERT are combined
with noise and input to the DCGAN for training. The proposed generator model con‑
sists of six blocks comprising a convolutional layer, dropout layer, batch normalization
layer, ReLU layer, and upsamples as they pass through each block. After passing through
the final layer, it generates an image size of 3 × 64 × 64. The discriminator consists of
six blocks, comprising a convolutional layer, batch normalization layer, leaky ReLU layer,
and downsamples as it passes through each block. Finally, it combines text features and
uses a sigmoid to determine whether the text is real or fake.
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The text‑to‑image loss function using the DCGAN is given by Equation (1), where G
represents the generator function, D represents the discriminator function, x is the input
vector, z is the random vector, and φ(t) represents the feature vector of the input text. The
discriminator is trained to have a larger value for Equation (1) to distinguish between real
and fake data, whereas the generator is trained to have a smaller value for Equation (1)
to generate fake data similar to the real data. The discriminator of the DCGAN used in
this study receives three types of data as inputs and is trained to classify real image‑right
text as real, real image‑wrong text as fake, and fake image‑real text as fake. To prevent
overfitting, label smoothing and feature matching were used in the experiments. The loss
function is as follows:

min
D

max
G

E(D,G) = E(x,t)∼pdata(x,t)[logD(x,φ(t))] + Ez∼pz(z),t∼pt(t)
[log 1 −D(G(z, φ(t)))]

+Ex∼px(x),t̂∼pt(t)[log 1 −D(x, (z,φ(t̂)))]
] (1)

4. Experiment
4.1. Datasets

In this section, a webtoon dataset for training a multilingual text‑to‑image model is
constructed using a benchmark dataset. To create a multilingual webtoon dataset, the
MSCOCO dataset released by Microsoft and the Korean MSCOCO dataset translated and
released by the AI Hub were used, and CartoonGANwas used to transform them into car‑
toons, asmentioned in Section 3.1. The originalMSCOCOdataset consists of 82,783 training
images and 40,504 validation images, each containing five English descriptions. The Ko‑
rean MSCOCO dataset was added to create 1,232,870 pairs of multilingual webtoon data,
with each image containing ten descriptions (five in English and five in Korean). Cartoon‑
GAN can transform images into four different styles; therefore, a total of 1,232,870 pairs of
webtoon data were constructed by pairing one image with one treatment. Table 1 shows
examples of multilingual treatment webtoon datasets.
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Table 1. An example of a multilingual treatment‑webtoon dataset composed of Korean text with the
same meaning as English.
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4.2. Webtoon Generation Using DCGAN
To generate webtoons by inputting multilingual text into a deep learning‑based text‑

to‑image model, the multilingual webtoon dataset was trained using the DCGAN model.
As training a DCGAN with a real‑time pre‑trained multilingual BERT to extract feature
vectors for multilingual text takes a longer time, the feature vectors were extracted and
stored in advance and then loaded and used during training. The experiment was con‑
ducted using 820,752 multilingual text webtoon data pairs for each style, excluding incom‑
plete data. The validation data consisted of 405,040 data points, which were divided into
validation and test datasets at an 8:2 ratio. The size of the images used in the experiment
was 3 × 64 × 64, the noise dimension was 100, the batch size was 32, the learning rate was
set to 0.0002 for both the generator and discriminator, and the optimizer used was Adam.
The experiment was conducted using four A5000 GPUs, and the deep learning framework
used for the experiment was PyTorch.

Figure 4 shows the images generated by the generator when the validation data text
was input as the number of training epochs increased. As shown in Figure 4a, when the
number of training epochs was one, the generated images were vague. As the training
progressed, the generator began drawing the shape of the objects, as shown in Figure 4e,
for up to 100 epochs. However, the generator could not generate further images after a
certain point. Therefore, our experiments suggest that the model trained for 75 epochs is
suitable for thewebtoondataset constructed in this study, based on the loss of the generator
and discriminator as well as the image output using the validation data.
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Figure 4. Image generation at different epochs on validation data.

Figures 5–7 show the images generated by inputting the test data into the generator
model trained for 75 epochs. Figures 5 and 6 show the webtoons generated when Korean
and English treatments were input, respectively, and Figure 7 shows the webtoons gener‑
atedwhen treatmentswith the samemeaning inKorean andEnglishwere input. Evidently,
although the similarity with the original images was not high, the generator was still able
to produce some shapes that were expressed in the text. When analyzing objects, the ex‑
perimental results suggest that the generator does not express objects such as humans and
animals well but does express objects such as chairs relatively well. Figure 7 shows the
images generated by inputting the same meaning of Korean, English, Japanese, and Chi‑
nese into the DCGAN trained in this research. Although the generated webtoons may be
different from each other, the semantic shapes of the words expressed in the treatments
are similarly represented. Similar to the previous experiments, it can be observed that the
generator is drawing shapes related to the keywords in the sentences.
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Table 2 summarizes the proposedmultilingual text‑to‑imagemodel on the test dataset
in terms of the inception and Frechet inception distance (FID) scores. For the evaluation
measurements, a total of 1,620,160 images were used, with four images per text. The in‑
ception score evaluates the quality and diversity of the generated images, whereas the FID
score compares the mean and covariance values of the feature values of the real and gener‑
ated images. The inception and FID scores for the multilingual text‑to‑image model were
4.992 and 22.212, respectively. The inception score of the DCGAN model trained on the
MSCOCO dataset was 7.88 [4]. A lower inception score of the DCGAN model trained on
themultilingual webtoon dataset was expected because of the distortion of the represented
shapes in the images during the cartoonization process.

Table 2. Performance evaluation of the proposed multilingual text‑to‑image model.

Dataset Inception Score FID Score

Multilingual Webtoon
1,620,160 image 4.992 22.212

5. Conclusions
In this study, we proposed a multilingual text‑to‑image model that can generate

webtoons when multilingual inputs are provided. To construct a multilingual webtoon
dataset, we used the Korean MSCOCO dataset from the AI Hub and transformed it into
webtoon images using CartoonGAN. The resulting webtoon dataset consisted of Korean
andEnglish treatments in four art styles, andwe constructed 1,232,879 pairs ofmultilingual
text webtoon data. We used a GAN‑based DCGANmodel as the text‑to‑image model and
trained it on a dataset of 820,752 pairs from one style of a multilingual webtoon dataset.
The DCGAN used for training consists of a generator and discriminator. The generator
uses the feature vector of the treatment and noise as input to generate a fake image, which
is then evaluated by the discriminator to update the network weights and ultimately gen‑
erate an image similar to the input webtoon image.

We validated the model by generating images using validation data and found that
for up to 100 epochs of training, the model could accurately represent the shapes present
in the treatments; however, the model stopped learning after this point. Therefore, we
considered training the generator for 75 rounds, which produces high‑quality images suit‑
able for our multilingual webtoon dataset. When the generated images were evaluated
using the test data, an inception score of 4.992 and a FID score of 22.212 were obtained.
Although the generated images generally did not accurately represent the shapes of the
original data, we confirmed that the shapes present in the input treatments could be ex‑
pressed in the generated webtoons. We observed that the DCGAN trained on the webtoon
dataset performedworse than that trained on theMSCOCOdataset. We speculate that this
result was due to the distortion of the shapes in the images when the MSCOCO data were
cartoonized, which affected the training. However, when we input the same multilingual
sentences, the generated images represented the semantic shapes of the words expressed
in the text.

In future studies, we plan on training a multilingual webtoon dataset using the latest
text‑to‑imagemodels to generate high‑quality webtoons. This will help webtoons preview
the scenes they envision in advance, which can aid the overall storytelling process. In
addition, generating webtoons from treatments allows authors to modify and use them,
thus leading to time and cost savings in webtoon production.
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