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Abstract: Microphone identification is a crucial challenge in the field of digital audio forensics. The
ability to accurately identify the type of microphone used to record a piece of audio can provide
important information for forensic analysis and crime investigations. In recent years, transformer-
based deep-learning models have been shown to be effective in many different tasks. This paper
proposes a system based on a transformer for microphone identification based on recorded audio.
Two types of experiments were conducted: one to identify the model of the microphones and
another in which identical microphones were identified within the same model. Furthermore,
extensive experiments were performed to study the effects of different input types and sub-band
frequencies on system accuracy. The proposed system is evaluated on the Audio Forensic Dataset
for Digital Multimedia Forensics (AF-DB). The experimental results demonstrate that our model
achieves state-of-the-art accuracy for inter-model and intra-model microphone classification with
5-fold cross-validation.

Keywords: source identification; digital forensics; deep learning; transformer; audio analysis;
spectral analysis; pattern recognition

1. Introduction

Source identification in digital forensics tries to connect multimedia content to a
specific type of device that was used to acquire it. It is based on the idea that every
device leaves its own unique trace in the content it captures (fingerprint). To identify
the source device, specific characteristics are extracted from the unknown content and
compared with a database of known characteristics from various devices. Therefore,
forensic source identification is essentially a process of classifying content based on its
acquisition characteristics.

There are several studies conducted on source identification for different fields, such
as source camera identification [1,2], scanner and printer forensics [3], pen-based digitizer
devices [4], and microphone and environment identification [5]. Microphone identification
is a technique used in audio forensics to determine the specific type of microphone that
was used to record a specific piece of audio evidence. It can be used in investigations to
determine the origin of a recording or to identify the source of a recording in cases of fraud
or forgery.

In order to classify a microphone, audio forensics experts may use a combination of
techniques, including spectral analysis, impulse-response analysis, and pattern recognition.
The spectral analysis involves analyzing the frequency content of the recording, while
impulse-response analysis examines how the microphone responds to different types of
sounds. Pattern recognition, on the other hand, involves identifying specific patterns or
features in the recording that are unique to certain types of microphones.

Deep learning, which is a subfield of machine learning [6], has become one of the
key development-drivers in the field of artificial intelligence in recent years because it
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has achieved good results in many fields and applications, such as natural language
processing [7], speech, language, and emotion recognition [8,9], map generalization [10],
landform recognition [11], IoT security [12], etc. This has encouraged many researchers
to use it in digital forensics, where high accuracy is required. Transformer deep learning
models, such as the Transformer-XL [13] and the BERT [7], have been developed to ef-
ficiently process sequential data. These models use self-attention mechanisms to weigh
the importance of different parts of the input sequence, which allows them to effectively
handle long-term dependencies. This makes them well-suited for processing audio signals,
which are inherently sequential in nature.

The Swin Transformer is a deep-learning model for computer vision introduced
by Liu et al. [14]. It addresses some of the shortcomings of conventional transformer
models, such as their difficulty scaling and computational inefficiency. The Swin Trans-
former uses a hierarchical architecture and shifts windows to achieve better scalability and
efficiency. With its hierarchical structure, the Swin Transformer can capture multi-scale
contextual information with remarkable effectiveness, much like a CNN. Moreover, the
shifted-window-based self-attention mechanism drastically reduces the computational
complexity of the self-attention operation, allowing the model to handle larger input sizes
without incurring prohibitively high computational costs. By fusing features across differ-
ent stages, the model can leverage low-level and high-level features, enhancing its capacity
to tackle complex visual tasks.

In this paper, we propose a system for identifying microphones based on recorded
audio using a Swin Transformer deep neural network [14], in which audio recordings are
processed to extract features such as the Mel-scale frequency spectrum. These features are
then used as inputs to the transformer model, which would learn to distinguish between
different types of microphones based on their characteristic patterns.

Our Contribution: In this paper, we build a system using the Swin Transformer model
for microphone classification that achieves state-of-the-art results on the Audio Forensic
Dataset for Digital Multimedia Forensics (AF-DB). In addition, comprehensive experiments
are conducted to find out what is the best input preprocessing and frequency band that
improves the accuracy of the system.

Paper Structure: The rest of the paper is organized as follows: Section 2 provides an
overview of the literature on audio source identification. Section 3 describes the general
methodology, the database used, the input preprocessing, and the proposed Swin Trans-
former algorithms. Section 4 presents the experimental and results discussions. Finally,
Section 5 presents the conclusions of this paper.

2. Related Work

Microphone identification for audio forensics is a rapidly growing field with a wide
range of research and applications. The goal of microphone identification is to define the
type of microphone used to record a specific audio clip, which can be used in forensic
investigations to determine the source of a recording or to authenticate a recording. The re-
searchers used different feature extraction methods and systems to verify the microphone′s
authenticity. The electric network frequency (ENF) signal results from electromagnetic
interference from power lines, which manifests as an acoustic hum that is susceptible to
being picked up by microphones close to power mains [15]. The ENF has been utilized in
digital recording authentication [16], as evidenced by numerous early and current studies
focusing on ENF-based techniques [9]. Nonetheless, there are situations where such tech-
niques cannot be applied, such as audio devices powered by batteries in areas away from
the power grid [17].

Buchholz R. et al. [18] propose a method for classifying microphones using Fourier
coefficients, and the results suggest that Fourier coefficients can be useful features for
microphone classification. Zhang et al. [19] present a method for identifying audio sources
using a residual network. The network is trained on a dataset of mixed audio sources
and is able to separate and identify the individual sources. A new approach to improve
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the performance of identifying the source cell phone is demonstrated in [20]. The method
employs a spatiotemporal representation learning approach. Baldini G. et al. [21] evaluate
various entropy measures for identifying microphones based on their audio recordings.
The study found that the Rényi entropy measure performs the best in terms of accuracy,
followed by the Shannon entropy measure. The authors also find that using a combination
of entropy measures improves the overall performance of microphone identification.

Luo D. et al. [22] present a method for determining the source of an audio recording
using the “band energy difference” (BED) technique. The BED method compares the energy
levels of different frequency bands in the recording to a database of known sources and
uses the differences in energy levels to identify the most-likely source of the recording.
The method in [23] uses deep-representation learning to extract features from the speech
recordings and then applies spectral clustering to group the users into clusters based on
those features. O. Eskidere [24] uses wavelet-based features to extract characteristics of the
speech signal and then uses a machine-learning algorithm to classify the signal based on
these features. In [25], a model for verifying a person′s identity using speech recordings
taken from their cell phone is presented. The technique involves sparse representation
to compare the recording with a pre-existing reference sample to determine whether the
speakers are who they claim to be.

Li Y et al.’s [26] method involves extracting features from speech recordings using
a deep-Gaussian-supervector model and then using spectral clustering to group similar
speakers together. O. Eskidere et al.’s [27] method uses a single-Gaussian-mixture model
to represent the audio from a single microphone and then compares the model with a
database of known microphone models to identify the source microphone. Jiang Y et al. [28]
introduce a method for recognizing the source microphone using a kernel-based projection
technique to map the audio data into a high-dimensional feature space, where a classifier
can be trained to distinguish between different microphones. Zou L. et al. [29] propose a
method for identifying the source cell phone used to make a speech recording by using
sparse representation and the KISS metric. The method involves first extracting features
from the speech recording, then representing these features using sparse coding, and finally
comparing the sparse representations using the KISS metric to identify the source cell phone.

Cuccovillo L. et al. [30] present a method for identifying microphone devices in noisy
environments using speaker-independent features. The proposed approach involves extract-
ing features from the audio signal, such as the cepstral mean and variance, and then using
machine-learning algorithms to classify the microphones. Qamhan et al. [5] present a method
for classifying digital audio recordings based on the microphone and recording environment
used to capture them. The authors use the CRNN model to train a model that can accurately
classify audio recordings based on features such as spectrogram and noise level.

M. Pavlovic et al. [31] present a classification model for recognizing the type of mi-
crophone being used. The model uses a multi-layer perceptron network to determine the
microphone type based on characteristics such as frequency response and noise level. The
paper of Qin T et al. [32] presents a method for identifying the source cell phone of a recorded
audio signal in the presence of additive noise using the constant-Q transform (CQT) domain.
The proposed method first applies the CQT to the recorded signal and then extracts a set
of features, including the mean and standard deviation of the CQT magnitude coefficients.
These features are then used to train a machine-learning classifier, such as a support vector
machine (SVM), to recognize the source cell phone. Simeng Qi et al. [33] present a method
for identifying the device used to record audio based on the unique characteristics of the
background noise present in the recording. Kurniawan F et al. [34] propose a method that
involves analyzing statistical properties of the audio, such as frequency content and noise
levels, and comparing them to known characteristics of the microphone.

Baldini G et al. [35] identify microphones using spectral entropy and a convolutional
neural network (CNN). The authors extract spectral entropy features from audio record-
ings made with different microphones and use a CNN to classify the recordings based
on their spectral entropy features. Zeng C et al. [36] propose a method for identifying
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recording devices using deep learning. The method uses CNN to extract features from
audio recordings and a support vector machine (SVM) to classify the recording devices
based on these features. The authors [37] present a method for identifying smartphones
based on their microphone characteristics when recording audio in different environments.
The authors collected data from various smartphones in different environments and used a
linear discriminant classifier (LDA) and a CNN to analyze the data. Lin X et al. [38] propose
a sub-band-aware CNN model for cell phone recognition. The model uses sub-band infor-
mation to improve the accuracy of cell phone recognition by capturing frequency-specific
features of the audio signal. Baldini G et al. [39] collect a dataset of microphone recordings
and use it to train a CNN to classify microphone brands. The results indicate that CNNs
can be effectively used for microphone identification. The paper [40] proposes a method for
identifying smartphones using the built-in microphone and a CNN. The authors collected
a dataset of audio recordings from different smartphone models and used it to train the
neural network.

Previous research has shown varying levels of accuracy for proposed systems in digi-
tal audio forensics, with many of these studies relying on local databases that cannot be
generalized for several reasons. For instance, some of these methods utilize databases
with significant classes variations, making the classification task relatively simple. Con-
versely, other databases are recorded using pre-set parameters that do not reflect the actual
conditions of audio recordings used in digital forensics. Furthermore, some databases
incorporate multiple microphones connected to different recording devices, making it
unclear whether the result was to classify the microphones or the recording devices. This
study proposes a deep learning system (Swin Transformer) for microphone classification
to achieve state-of-the-art results on the Audio Forensic Dataset for Digital Multimedia
Forensics (AF-DB). Such a system is expected to help forensic experts validate evidence
before presenting it in court.

3. Method
3.1. Audio Forensic Dataset for Digital Multimedia Forensics (AF-DB) [41]

The Audio Forensic Dataset for Digital Multimedia Forensics is a comprehensive
collection of audio files that are specifically designed for the purpose of developing, training,
and validating algorithms and tools in the field of digital multimedia forensics. This dataset
is intended to provide researchers and practitioners with a diverse set of audio samples
that can be used to investigate various aspects of audio forensics, such as audio tampering
detection, speaker identification, and environment and recording device identification.
The dataset includes audio samples recorded in six distinct settings (a soundproof room,
classroom, lab, stairs, car parking lot, and garden). There are microphones from seven
distinct brands totaling 22, which can be used to develop and evaluate algorithms for
identifying the source microphone. The dataset consists of files that have a duration
of about three minutes each. The initial minute of each recording is characterized by
silence, while the remaining duration features a reading of a predefined set of sentences
by the volunteers. The dataset includes 660 audio recordings that were obtained from a
group of five volunteers. The volunteers were asked to read a specific set of sentences
in several languages, such as English, Arabic, Indonesian, and Chinese, and their voices
were recorded for the dataset [41]. Microphone models and quantities for the AF-DB are
presented in Table 1.
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Table 1. Microphone information that was utilized for the AF-DB dataset.

Brand Model Transduction Method # Mics
Frequency
Response

Hz

M1 Shure SM 58 Dynamic 3 50–15,000

M2 Electro Voice RE 20 Dynamic 2 45–18,000

M3 Sennheiser MD-421 Dynamic 3 30–17,000

M4 AKG C 451 Condenser 2 20–20,000

M5 AKG C 3000 B Condenser 2 20–20,000

M6 Neumann KM184 Condenser 2 20–20,000

M7 Coles 4038 Ribbon 2 30–15,000

M8 t.bone MB88U Dynamic 6 20–16,000

Total 22

3.2. Input Preprocessing

As previously stated in the database description, each file comprises recordings of
three minutes. These files were sliced into equal segments of five seconds, ensuring that
each segment inherits the same label as the original file. After that, the audio files are
transformed into a Mel spectrogram that serves as the input to the system.

A Mel spectrogram is a type of spectrogram that uses the Mel scale to represent
frequency in the vertical axis instead of the traditional linear scale. The Mel scale is
a perceptual scale of pitches that is based on the way humans hear sound. In a Mel
spectrogram, the horizontal axis represents time, and the color or intensity of each point in
the spectrogram represents the amplitude of the sound at a particular frequency and time.
The Mel spectrograms have many advantages, such as the ability to mimic human auditory
perception, reduce dimensionality, preserve resilience in noisy conditions, allow simple
visualization, and be widely adopted in diverse fields. Mel spectrograms are often used in
voice recognition, music classification, and other audio-signal-processing applications, and
they may be easily incorporated into vision-deep neural networks for classification.

To create a Mel spectrogram, the audio signal is first divided into short overlapping
frames, and the Fourier transform is applied to each frame to obtain its frequency spectrum.
The resulting spectrum is then transformed into the Mel scale using a bank of overlapping
triangular filters. The logarithm of the power spectrum is taken, and the resulting values
are plotted as a function of time and frequency as shown by the following equations:

Xk =
N−1

∑
n=0

wnxne−i2πkn/N , k = 0. . . . .N − 1 (1)

where wn represents the window function (Hamming window), and xn represents the
original speech signal.

The process involves applying 128 triangular filters on a Mel frequency scale to the
power spectrum to extract frequency bands. The Mel frequency scale is a perceptual scale
that better matches how humans perceive frequency. The following formula converts
between frequencies in Hertz (f ) and the Mel scale (m):

m = 2595 log
(

1 +
f

700

)
(2)

3.3. Swin Transformer Model

The overall architecture of the proposed Swin Transformer is shown in Figure 1. It first
splits an audio Mel spectrogram into different non-overlapping patch tokens with a CNN
projection layer, as shown in Figure 1; each patch has a 96-dimensional vector feature, and
the characteristics of each token are then projected to an arbitrary dimension represented by
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C using a linear embedding layer, which will pass via a number of Swin Transformer blocks
and patch merging layers to produce hierarchical representations. The ‘Patch Merging’
block and the ‘Swin Transformer Block’ are the two fundamental construction blocks of the
Swin Transformer, as we can see in Figure 1. We will go through these two blocks in depth
in the next subsections.
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3.3.1. Swin Transformer Block

The Swin Transformer block consists of two sub-units, as illustrated in Figure 1,
each of which has a normalization layer followed by an attention module, followed by a
Multi-Layer Perceptron (MLP) with the GeLU activation function, and a residual connec-
tion is applied after each unit. The attention module is based on a modified multi-head
self-attention mechanism that uses a shifted window (SW-MSA) approach to improve
computational efficiency. The window-based multi-head self-attention (W-MSA) module is
used in the first Transformer block, and the shifted window-based multi-head self-attention
(SW-MSA) module is used in the second. Using the window-partitioning approach, we can
express the continuous Swin Transformer blocks as follows:

ẑl = WMSA(LN(zl−1)) + zl−1

zl = MLP
(

LN
(

ẑl
))

+ ẑl

ẑl+1 = SW_MSA
(

LN
(

zl
))

+ zl

zl+1 = MLP
(

LN
(

ẑl+1
))

+ ẑl+1

(3)

where ẑ and zl represents the output features of the (S)W-MSA module and module and
the MLP module for block l, respectively.

3.3.2. Patch Merging Block

Patch merging is a technique used in vision transformers to reduce the number of
patches passed onto each individual transformer encoder block. As the depth of the
network increases, the number of tokens is decreased via patch-merging layers to form
a hierarchical representation. In the initial patch-merging layer, features from pairs of
adjacent patches are concatenated together, and then a linear layer is applied to the resulting
4C-dimensional features. This reduces the input’s resolution by a factor of n, changing its
original dimensions (in this case, height, width, and channel depth) from H ×W × C to
(H/n) × (W/n) × (n2 × C).
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4. Experiments and Discussion

This section will cover all the experiments conducted with the proposed Swin Trans-
former model (Swin_T), and we will compare the results with two previous studies that
used the AF-DB database, discuss the same methodology, and have the same common
goal. The first study employed a Gabor filter for feature extraction and K-nearest neighbors
(KNN) as the classifier (Gabor-KNN) [41], while the second study utilized an audio spec-
trogram transformer (AST) for classification [14]. Furthermore, some experiments were
performed to investigate how the accuracy of the system is affected by varying inputs.

4.1. Experimental Setup

Experiments were conducted on a DELL Precision workstation that was equipped
with the following components: an Intel Xeon processor operating at 2.9 GHz, 32 gigabytes
of random-access memory (RAM), an NVIDIA GeForce GTX 2080 Ti graphics processing
unit with 11 gigabytes of GDDR6 memory and 4352 CUDA cores, and the Linux Ubuntu
18 operating system. PyTorch was used as the front end for the implementation of all of
the programs. PyTorch is a free and open-source machine-learning library that was built
in Python. For the mel spectrogram, extraction processes were generated with Python for
each audio file in the database using a Hamming window with a length of 32 ms and a
window step of 20 ms.

4.2. Inter-Model Classification

Inter-model source microphone classification is the task of identifying which mi-
crophone model was used to record a given audio signal when multiple microphones
were used to capture the same source sound. The proposed system was tested on all
microphones, and the results demonstrate its superior performance in all environments
compared with the previous system, which relied on a conventional transformer. As shown
in Figure 2, Swin_T outperforms AST in all environments, achieving high accuracy ranging
from 97.6% to 1.0%, while AST ranges from 85.77% to 99.75%. The ‘Lab’ and ‘Soundproof’
environments are where both models perform the best, with Swin_T achieving nearly
perfect scores. Conversely, the ‘Stairs’ and ‘Class’ tasks are the most challenging for the
Swin_T model, resulting in the lowest scores. The most significant performance difference
between the models is observed in the ‘Class’ and ‘Garden’ environments. On the ‘Class’
task, Swin_T outperforms AST by more than 14.21%, and on ‘Garden’, the difference is over
8.64%, suggesting that AST may struggle more in these settings. The accuracy of the system
was negatively impacted in environments that had some form of noise, including the stairs,
parking lots, and garden. Overall, the proposed Swin_T model achieves a substantial
increase in classification accuracy when compared with the AST model.
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4.3. Intra-Model Classification

Intra-model source microphone classification is the task of identifying which specific
microphone was used to record a given audio signal when multiple recordings were made
using the same type of microphone. This problem is more challenging than inter-model
source microphone classification because the differences between microphones of the same
model are often subtle and may not be easily discernible. We performed experiments to
classify the microphone model for all models in the database, with each model undergoing a
separate experiment. The accuracy comparison between our Swin-T method and two other
methods (AST and KNN-Gabor) is shown in Figure 3. The data reveals that the Swin_T
model outperforms the other two methods in improving the accuracy of the classification
of seven microphone models. In contrast, the Swin_T model accuracy is slightly lower for
AKG_0451 model than the other methods. Figure 3 also illustrates the varying degrees
of improvement in accuracy achieved by the Swin_T model compared with the other
AST and KNN-Gabor across the seven microphones, where the microphone SHU-0058
exhibits the highest accuracy improvement, followed by the microphone ELE-0020, while
the microphone AKG-3000 shows the least difference in accuracy improvement. These
improvements in accuracy can be attributed to the fact that the Swin Transformer can
capture multi-scale contextual information with remarkable effectiveness.
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Figure 3. Classification of the intra-model performance of microphones. Comparison among Swin_T,
AST, and KNN.

4.4. Investigating the Preprocessing of Inputs to Improve System Accuracy
4.4.1. Frequency Band Effect on Accuracy

This experiment aims to investigate the impact of bandwidth on classification ac-
curacy for microphone intra-model classification. Various experiments were conducted
with different frequency bands on all microphones in the database. The frequency range
from 0 to 16 kHz was segmented, and the study was conducted by using a portion of the
frequency spectrum while neglecting the remaining frequencies to determine the optimal
frequencies that could potentially yield a microphone identification.

As shown in Table 2, the results indicate that the frequency range from 0 to 4 kHz
produces the best outcomes for microphones M1, M2, M3, and M5, while the frequency
range from 4 to 8 kHz yields the best results for microphones M4, M6, M7, and M8.
High frequencies ranging from 8 to 12 kHz, as well as frequencies from 12 to 16 kHz,
do not yield satisfactory results when compared with other frequencies. Additionally,
another experiment was conducted using the entire frequency spectrum, and the system
achieves better accuracy for microphones M7 and M8 compared with only using parts of
the frequency spectrum.
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Table 2. Impact of the frequency band on the classification accuracy with respect to the micro-
phone model.

Mic Model # Mic
Frequency Band

(0–4) k (4–8) k (8–12) k (12–16) k All Bands
(0–16) k

M1 AKG0451 2 0.7208 0.646 0.558 0.626 0.6752
M2 COL4038 2 0.992 0.697 0.637 0.603 0.976
M3 ELE0020 2 0.8308 0.823 0.599 0.722 0.7876
M4 SEN0421 3 0.8 0.859 0.747 0.711 0.8122
M5 SHU0058 3 0.7444 0.606 0.593 0.584 0.6874
M6 TBO0088 6 0.6002 0.864 0.457 0.453 0.8518
M7 AKG3000 2 0.5608 0.783 0.52 0.514 0.8388
M8 NEU0184 2 0.6242 0.676 0.346 0.304 0.7984

Bold for the best, underline for the worst.

Based on the previous experiments, it can be concluded that each microphone model
may have a unique pattern that is more pronounced in a specific frequency range compared
with others. In other words, it is impractical to specify a single frequency range that can be
used for all microphones.

4.4.2. Input Projection Kernel Shape Effect on Accuracy

As was previously mentioned in the methodology, the input sound is converted
into a spectrogram and then divided into 4 × 4 batches, and as it is known that the
spectrogram differs from the images as there is a temporal relationship in the second axis,
and accordingly, experiments were conducted to study the effect of the different shape. The
batch is based on the accuracy of the classification. Experiments were conducted using
different forms of batches, as shown in Figure 4. The results of experiments that were
conducted on all microphones are shown in Figure 5. We note that the best results are at
projection 4 × 4, and the results are uneven whenever the batch shape is changed from the
shape on which the system was built, where the worst results are 1× 16 in addition to 8 × 2.
This implies that using frequency resolutions and more bands gives a better performance
than time resolution and intervals.
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4.4.3. Input Type Effect on Accuracy

In this experiment, the effect of changing the type of spectrogram on the system accuracy
is investigated. Three different types of spectrograms were examined: spectrogram, Mel
spectrogram, and linear spectrogram. As explained earlier in the methodology section on the
method of calculating the Mel spectrogram, the linear spectrogram can be calculated in the
same way with the difference in the filter bank where the linear scale is used instead of using
the Mel scale. As for the spectrogram, it is obtained without applying any filter bank.

Figure 6, depicting the experimental results, reveals that the Mel spectrogram outper-
forms the other two methods in classifying all microphone models. This superiority could
be attributed to the Mel spectrogram’s emphasis on low frequencies over high frequencies,
which is consistent with the findings of the previous section.
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5. Conclusions

In this paper, we introduce a Swin Transformer, deep-neural-network approach for
classifying source microphones, specifically tailored for audio forensics applications. The
proposed model was assessed using an audio forensic dataset. The classification process
consisted of two experiments: inter-model classification, which focused on identifying
the microphone manufacturer′s model, and intra-model classification, which aimed to
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differentiate similar microphones within the same model. In addition, experiments were
conducted to study the effect of the system inputs on the accuracy of the system. The
outcomes demonstrate that the proposed Swin Transformer framework effectively classifies
source microphones, achieving state-of-the-art results. We recommend that future research
investigate additional approaches with a comparative analysis to improve the system′s
accuracy. In particular, additional developments are required to further improve the
accuracy of the intra-model classification performed.
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