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Abstract: Pavement maintenance and repair is a crucial part of pavement management systems.
Accurate and reliable pavement performance prediction is the prerequisite for making reasonable
maintenance decisions and selecting suitable repair schemes. Rutting deformation, as one of the
most common forms of asphalt pavement failures, is a key index for evaluating the pavement
performance. To ensure the accuracy of the commonly used prediction models, the input parameters
of the models need to be understood, and the coefficients of the models should be locally calibrated.
This paper investigates the prediction of the rutting development of pavements with flexible overlays
based on the data of the Canadian Long-Term Pavement Performance (C-LTPP) program. Pavement
performance data that may be related to rutting were extracted from the survey of Dipstick for data
analysis. Then, an artificial neural network (ANN) was adopted to analyze the factors affecting the
rut depth, and to establish a model for the rutting development of pavements with flexible overlays.
The results of the sensitivity analysis indicate that rutting is not only affected by traffic and climatic
conditions, but it is also greatly affected by the thickness of the surface layer and voids in the mixture.
Finally, a rutting evaluation index was provided to describe the rutting severity, and the threshold of
the pavement maintenance time was proposed based on the prediction results. These results provide
a basis for predicting rut development and pavement maintenance.

Keywords: rutting; artificial neural network (ANN); feature importance; Long-Term Pavement
Performance (LTPP); pavement maintenance

1. Introduction

In China, there exist numerous pavements with long service lives and serious cumula-
tive damage, which need to be repaired urgently [1]. At present, using a flexible overlay
to repair pavement has been widely adopted in the repair of old roads. It is necessary to
investigate the performance of flexible overlay for repairing pavements. Rutting is one of
the most typical diseases of flexible pavement, and it affects driving safety [2]. Moreover,
rutting is a significant indicator in the MEPDG to judge whether flexible pavements are
going to fail. Thus, it is significant to the service performance management of pavements
with flexible overlays [3].

A lot of research has been conducted to predict rutting development [4]. The simplest
and most straightforward method is the empirical method, which predicts the rut depth
with the pavement structure, material parameters, climate, and load using a statistical
method [5]. Suh [6] obtained regression formulas for predicting the rutting depth under
different traffic loads and temperatures. Considering the different factors that affect rutting,
such as temperature, shear stress of the pavement structure, surface thickness, vehicle
speed, loading repetitions, and dynamic stability, a multivariate regression model for
rutting was established in [7].
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Without considering the overall response of the pavement structure and the mechani-
cal parameters of the materials in the model established through empirical methods, the
prediction of the rutting performance is very poor. In addition, the empirical method can
only be applied to specific environments. The mechanistic–empirical (M-E) method estab-
lishes the empirical relationship between the pavement rutting and material characteristics,
pavement structure, and number of loads. According to the deformation characteristics of
the mixture, the mechanical response of the pavement is calculated following the elastic
layered system theory, or viscoelastic theory [8]. This method has been widely applied
in road surface research. The most representative prediction model is the AASHTO2002
model. Based on the theory of elastic layered systems, an MEPDG mechanical–empirical
design method was proposed to calculate the permanent deformation of different structural
layers. The prediction model in the MEPDG needs to be calibrated using national and local
data, and many researchers have calibrated models for different states. However, with the
popularization of the MEPDG in North America, more and more researchers have found
that its accuracy in predicting the asphalt pavement performance, especially rutting, is not
high. In addition, many researchers have proposed their own calibration models. Chen [9]
established a mechanical–empirical model to predict the development of rutting in different
pavement structures based on data from a full-scale pavement track, and the impact of base
types on rutting was analyzed. However, the influence of the asphalt mixture performance
was not considered in the mechanical–empirical model.

Both the empirical model and M-E model are deterministic models, but probabilistic
models can also be used for rut prediction. The Markov prediction model is the most typical
probability prediction model, and it is relatively complete in predicting the asphalt pave-
ment performance, with significant characteristics and no aftereffects [10]. Mrawira [11]
and Hong [12] used Bayesian regression and Markov chains to estimate the rutting depth
under different confidence levels.

With the collection and storage of a large quantity of test data, machine learning has
been used in civil engineering industries [13–15]. Artificial neural networks (ANNs) are
the most widely used. Alharbi and Smadi [16] introduced an ANN to forecast the rut
depth with the input of traffic and climate parameters and the pavement thickness. Okuda
et al. [17] used three years of rut-depth data to predict the rut depth in a time series for
10 years by applying a recurrent neural network (RNN) model; Cui [18] established an
RNN model to predict rutting by taking traffic and climate as input variables. Based on the
LTPP database, Haddad et al. [19] selected 29 input variables from 50 influencing factors
and took traffic, climatic conditions, pavement thickness, and pavement material properties
as inputs to establish a deep ANN model.

Neural networks have been widely used in the service performance prediction of
asphalt pavement [20–23], but there is little research on applying ANNs to pavement
overlay rutting prediction. Abo-Hashema [24] applied an ANN to predict the appropriate
pavement overlay thickness. Abiola [25] and Wang [1] proposed an ANN model to predict
the rutting depth of asphalt pavement. However, these input variables do not include
the thickness of the overlay layer, the overlay material, or repave measures. Hall [26]
analyzed the impact of different maintenance measures on the smoothness index, rutting,
and cracks of flexible pavement. It is believed that the overlay thickness is the most
important influencing factor besides climate and the axial load.

It is well known that the accumulated damage of the original pavement and the
pavement repair plan have a great influence on the rutting of the pavement after repair.
This article establishes an artificial neural network model based on the LTPP database to
predict the rutting development of flexible overlay pavement. The features affecting the
pavement performance were selected as input variables, including the overlay thickness,
overlay materials, overlay measures, pavement structure, climate, and traffic. Finally, the
article proposes maintenance strategies based on the curve of the rutting depth over time.
The overall research scope of this study is shown in Figure 1.
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Figure 1. Flowchart of overall research scope.

2. Data Preparation

The Canadian Long-Term Pavement Performance (C-LTPP) program is a project
managed by the Canada Strategic Highway Research Program (C-SHRP), and it aims to
evaluate the long-term performance of each test section after repair, and to develop flexible
pavement repair procedures considering economic benefits [27,28]. The C-LTPP dataset is
one of the most comprehensive datasets, in which the pavement structure of the test section
is relatively uniform, and the evaluation means are relatively complete. Thus, it is suitable
for studies on pavement repair and the exploration of the rutting development trends of
pavements after repair with accumulated service histories.

The C-LTPP database covers 24 highway test sites in Canada’s major provincial high-
way systems [29]. The geographic distribution of the sites is presented in Figure 2. The
test sites include from two to four different test sections that use different repair schemes.
They constitute a total of 65 test sections with different pavement structures and service
environments after repair. The effective length of each test section is 150 m. Meanwhile,
this dataset provides many variables, including material, structure, traffic, climate, and
rehabilitation, which can support various studies on the service performances of pavements
repaired with flexible overlays. The data can be downloaded free from the online website
(https://infopave.fhwa.dot.gov, accessed on 2003).
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3. Rutting Prediction

Inspired by biological neural networks, ANNs consist of many connected nodes, and they
show good performances in solving linear and nonlinear problems [30,31]. At present, ANNs
have been widely used in various fields [32–34]. In this study, a four-layer ANN was established
to predict rutting after pavement repair with seven features, including the rut depth on the left
and right sides, the widths of the left and right wheel tracks, the positive and negative area
characteristics of the pavement cross-section, and the total filling area of the cross-section. The
input variables of the ANN should be factors that affect the rut depth, such as the climatic
conditions, traffic conditions, pavement material characteristics, and maintenance information.
There were 4829 data samples, 70% of which were used as the training set and 30% as the test
set. The constructed network architecture is shown in Figure 3.
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The hyperparameters related to ANNs include the number of hidden layers, number
of neurons in each hidden layer, activation function, learning rate, number of epochs,
batch size, regularization parameter, and loss function. Among these hyperparameters, the
number of neurons in each hidden layer, learning rate, and batch size are the most important
ones. Searching for numerous hyperparameters is time-consuming and unnecessary. In this
study, many hyperparameters, such as the number of layers and the number of neurons
in each layer, were determined based on engineering background and experience. In the
established ANN model, there are 7540 hidden neurons, the activation function is sigmoid,
the optimizer is Adam, the learning rate is 0.4, and the number of epochs is 100.

3.1. Data Processing

Before training the model, it is necessary to preprocess the data first. The dataset needs
to be cleaned by dealing with missing values and removing outliers [35–37]. The presence
of outliers will lead to the training deviation of the model and affect the generalization.
In this study, a filter based on kernel density estimation was used to detect outliers. If
the estimated probability density of the dataset is lower than 0.05, then the sample data
will be eliminated. Moreover, missing data need to be handled. Those items with too
many missing features can be deleted directly because a lot of useful information has been
lost. Thus, if there are more than seven missing features in one item, then the row will be
deleted. Then, the remaining missing values are replaced with the average value of the
corresponding characteristic without missing data.

Furthermore, the ranges and units of the variables vary greatly, which easily results in a
deviation in the predicted output. To eliminate this impact, all inputs were standardized before
being fed into the ANN. Minimum–maximum normalization was adopted in the study.
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3.2. Reliability Analysis of the Model

The sample distribution and model error information of the rut model training can
be obtained. The reliability of the model can be evaluated by checking the distribution of
the number of samples allocated to the training set and test set, as well as the relative error
between the output value and target value in the training set and test set. The results are
listed in Table 1.

Table 1. Reliability analysis of rut model.

Statistic Name Training Set Test Set

Sample distribution (4829) 3394 1435
Distribution of sample proportion 0.703 0.297

Relative error of left rut depth (RUT_RD_IWP) 0.116 0.132
Relative error of right rut depth (RUT_RD_OWP) 0.141 0.139

Relative error of left wheel track band width
(RUT_RW_IWP) 0.296 0.291

Relative error of right wheel track band width
(RUT_RW_OWP) 0.289 0.298

Relative error of cross-section positive area
(RUT_POS_AREAS) 0.274 0.279

Relative error of cross-section negative area
(RUT_NEG_AREAS) 0.159 0.182

Relative error of cross-section fill area
(RUT_FILL_AREAS) 0.125 0.139

Average overall relative error 0.201 0.218
(L(y, ŷ)) 2392.743 1139.270

The numbers of samples allocated to the training set and test set were 3394 and 1435,
respectively, accounting for 70.3% and 29.7% of the total effective samples, respectively.
The division of the sample dataset is considered reasonable. Meanwhile, the error between
the output value and target value of each rut characteristic index is controlled within the
range of 10%–30%, indicating that the calculation results are acceptable. Therefore, the rut
prediction model obtained by training based on the above setting is considered reliable.

3.3. Sensitivity Analysis of Parameters

Unimportant variables can reduce the computational efficiency and increase the risk of
overfitting. The inputs fed into ANN models should be factors that affect the output. Before
being fed into ANN models, the dataset, such as the test section number and some redundant
indicators, should be eliminated. Moreover, the input variables should not be correlated with
each other. Feature importance can help to screen features. In this study, random forest, an
integrated algorithm, was used to compute the impurity-based feature importance. A random
forest is composed of many decision trees, and in this algorithm, the tree grows when the feature
can make the variance of a target decrease the most [33]. The more a feature minimizes the error,
the more important it is to the target. Feature importance analysis based on the random forest
was carried out in this study, and the result is presented in Figure 4. The explanations of the
variables in the graph are shown in Table 2.

According to the ranking results of the importance of the variables shown in Figure 3,
the average annual number of freeze–thaw cycles and historical average daily temperature
gradient have a great influence on rutting, in addition to the ESALs and service years.
In addition, the structure of the surface layer and the material of the surface layer play
important roles in rutting, especially the asphalt surface thickness and voids in mineral
aggregate (VMA). The cumulative rut damage (PRIOR) of the original pavement also has a
great impact on the pavement performance after repair. If the surface layer is not properly
treated before paving, then it will provide an uneven underlayer structure to the renovated
pavement. Thus, it is necessary to conduct a thickness milling treatment for the original
road before overlay repair.
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According to the above parameter sensitivity analysis, it is considered that the rutting of
the repaired pavement is closely related to the cumulative damage of the original pavement
and the repair treatment scheme, in addition to traffic and other environmental conditions.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 17 
 

the output value and target value of each rut characteristic index is controlled within the 
range of 10%–30%, indicating that the calculation results are acceptable. Therefore, the rut 
prediction model obtained by training based on the above se ing is considered reliable. 

3.3. Sensitivity Analysis of Parameters 
Unimportant variables can reduce the computational efficiency and increase the risk 

of overfi ing. The inputs fed into ANN models should be factors that affect the output. 
Before being fed into ANN models, the dataset, such as the test section number and some 
redundant indicators, should be eliminated. Moreover, the input variables should not be 
correlated with each other. Feature importance can help to screen features. In this study, 
random forest, an integrated algorithm, was used to compute the impurity-based feature 
importance. A random forest is composed of many decision trees, and in this algorithm, 
the tree grows when the feature can make the variance of a target decrease the most [33]. 
The more a feature minimizes the error, the more important it is to the target. Feature 
importance analysis based on the random forest was carried out in this study, and the 
result is presented in Figure 4. The explanations of the variables in the graph are shown 
in Table 2. 

 

Figure 4. Importance analysis based on random forest. 

Table 2. Explanations of variables. 

Variable Description 
T_ESAL_TOTAL Equivalent uniaxial loads after repair 
YEAR_TOTAL Service year after repair 
HIST_ANNUAL_AIR_FREEZE_CYCLES Annual freeze–thaw cycles 
HIST_TEMP_GRADIENT Average daily temperature difference 

Figure 4. Importance analysis based on random forest.

Table 2. Explanations of variables.

Variable Description

T_ESAL_TOTAL Equivalent uniaxial loads after repair
YEAR_TOTAL Service year after repair
HIST_ANNUAL_AIR_FREEZE_CYCLES Annual freeze–thaw cycles
HIST_TEMP_GRADIENT Average daily temperature difference
ORIG_SPEC_GRAV Specific gravity of original surface mixture

PRIOR_NEG_AREAS Area characteristics of original pavement
cross-section

PRIOR_FILL_AREAS Filling area of original pavement cross-section
SUBBASE_T Base thickness
LANE_WIDTH Lane width
ORIG_VMA VMA of original surface mixture
PRIOR_RD_OWP Rutting of raw pavement right wheel track
YEAR_OVER Repair year
OVER_VMA Overlay VMA
SUBBASE_DENSITY Compaction density of subbase
PAV_OVER_T Overlay thickness
OVER_MS Marshall stability overlay
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3.4. Analysis of Predicted Results

By comparing the deviation between the measured value and predicted value and the
error distribution, the prediction model’s performance for the rutting development trend
of the repaired pavement can be investigated. Figure 5 shows the comparison results.
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The rut depth on the left and right sides and the characteristics of the total filling
area of the rut cross-section were plotted as curves over time, as shown in Figure 6. It can
be seen that the rut depth generally increases with the cumulative service time, which is
consistent with the actual development law.
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Figure 6. Rutting prediction of each test section: (a) CSHRP_ID: 810401, SECTION: 1; (b) CSHRP_ID:
860501, SECTION: 1; (c) CSHRP_ID: 900803, SECTION: 1 (“CSHRP_ID” represents the number of
test points, and “SECTION” represents the number of test sections).

The rut depths of different test sections are different. Moreover, the development trend
of the rut depth is different at the same test site when different pavement repair and overlay
schemes are adopted. Some sections exhibited a linear growth basically (Figure 6a,b), while
some other sections exhibited an obvious accelerated growth with the service year (Figure 6c).
This indicates that the development trend of pavement rutting after the repair is closely related
to the selection of the repair program. In the same test section, the growth trend of the cross-
section filled area is very close to that of the rut depth. The effect of using the two-dimensional
surface cross-section area index is similar to that of using the one-dimensional rut-depth index
to express the rut quantity on the road surface. Thus, the rut depth and total filling area of the
cross-section can be taken as the characteristic indexes to describe rutting, which can better
reflect the trend of the rutting changes with the service time.

4. Evaluation Index and Maintenance Management Based on Rutting

According to the rutting development trend predicted above, the rutting depth is chosen
as the evaluation indicator. Figure 7 presents the extraction method of the rutting index.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 13 of 17 
 

  
(c) 

Figure 6. Ru ing prediction of each test section: (a) CSHRP_ID: 810401, SECTION: 1; (b) CSHRP_ID: 
860501, SECTION: 1; (c) CSHRP_ID: 900803, SECTION: 1 (“CSHRP_ID” represents the number of 
test points, and “SECTION” represents the number of test sections). 

4. Evaluation Index and Maintenance Management Based on Ru ing 
According to the ru ing development trend predicted above, the ru ing depth is 

chosen as the evaluation indicator. Figure 7presents the extraction method of the ru ing 
index. 

In Figure 7, Point a represents the maintenance time based on the rut-depth accumu-
lation, while Point b represents the maintenance time at which the ru ing growth trend 
changes. The minimum value between a and b is taken as the actual maintenance time. 

 
Figure 7. Development of ru ing in asphalt overlay [38]. 

A ru ing evaluation was conducted for the 65 test sections treated with different re-
pair schemes in each test section, and the pavement maintenance time threshold was de-
termined. The results are listed in Table 3. 

  

Figure 7. Development of rutting in asphalt overlay [38].



Appl. Sci. 2023, 13, 7064 12 of 15

In Figure 7, Point a represents the maintenance time based on the rut-depth accumu-
lation, while Point b represents the maintenance time at which the rutting growth trend
changes. The minimum value between a and b is taken as the actual maintenance time.

A rutting evaluation was conducted for the 65 test sections treated with different
repair schemes in each test section, and the pavement maintenance time threshold was
determined. The results are listed in Table 3.

Table 3. Time threshold of pavement maintenance based on rutting prediction.

CSHRP_ID SECTION Reference
Base

Milling
Thickness

(mm)

Overlay
Thickness

(mm)

Overlay
Type

Accumulated
Axle Load

(Times)

Rutting
(mm)

Maintenance
Time (Years)

810404 1 good 50 61 HMAC 2,532,366 8.94 —
810404 2 good 50 103 HMAC 2,631,917 8.01 —
810404 3 b 50 94 RAP 1,380,378 7.35 16
810404 4 b 50 55 RAP 1,381,466 6.57 16
820205 1 b 0 42 HMAC 2,104,314 5.92 15
820205 2 b 0 83 HMAC 2,103,617 5.81 15

820502 1 b 50 104 RAP +
HMAC 6,365,175 12.59 15

820502 2 b 50 118 RAP +
HMAC 6,368,591 10.13 15

820605 1 b 0 50 HMAC 6,368,835 12.42 15
820605 2 b 0 73 HMAC 6,366,421 11.34 15
830403 1 b 0 100 HMAC 4,486,938 8.27 18
830403 2 good 0 113 HMAC 5,115,783 7.80 —
830403 3 good 0 148 HMAC 5,107,734 5.26 —

830801 1 b 40 185 RAP +
HMAC 4,872,064 14.58 17

830801 2 b 40 103 RAP +
HMAC 4,245,853 10.62 15

830801 3 b 40 126 HMAC 4,553,495 9.95 16
830801 4 good 40 170 HMAC 5,808,643 13.69 —

840101 1 a 75 174 RAP +
HMAC 2,416,447 — 11

840101 2 a 75 179 HMAC 2,416,754 — 11
840101 3 b 0 87 HMAC 2,418,144 13.29 11
840204 1 b 0 114 HMAC 1,367,601 8.37 13
840204 2 b 0 88 HMAC 1,052,479 6.51 12

840604 1 b 52 107 RAP +
HMAC 1,738,430 10.28 9

840604 2 b 52 90 HMAC 2,305,743 8.03 10
840604 3 b 0 30 HMAC 1,991,770 9.46 9
840604 4 b 0 35 HMAC 1,991,770 10.92 9
850201 1 a 0 117 HMAC 2,572,694 — 17
850201 2 a 0 73 HMAC 2,259,910 — 16
850206 1 b 0 106 HMAC 1,662,265 7.75 14
850206 2 b 0 63 HMAC 1,347,723 4.67 13
850601 1 b 0 122 HMAC 652,790 12.37 7
850601 2 b 0 74 HMAC 652,955 9.11 7
860501 1 a 0 55 HMAC 2,217,900 — 4
860501 2 a 0 85 HMAC 9,196,966 — 16
860501 3 a 0 41 HMAC 8,882,336 — 14
860603 1 a 0 86 HMAC 1,263,160 — 9
860603 2 a 0 80 HMAC 1,184,480 — 8
860603 3 a 0 34 HMAC 955,390 — 7
870102 1 b 35 95 HMAC 1,465,926 8.18 12
870102 2 b 35 46 HMAC 2,716,113 10.07 16
870504 1 a 0 31 HMAC 3,834,689 — 15
870504 2 good 0 61 HMAC 5,402,945 13.59 —
870505 1 b 0 75 HMAC 3,698,354 9.97 15
870505 2 b 0 73 HMAC 3,070,334 6.69 13
870505 3 b 0 105 HMAC 4,007,384 8.12 16

870505 4 b 0 106 RAP +
HMAC 4,000,944 7.73 16
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Table 3. Cont.

CSHRP_ID SECTION Reference
Base

Milling
Thickness

(mm)

Overlay
Thickness

(mm)

Overlay
Type

Accumulated
Axle Load

(Times)

Rutting
(mm)

Maintenance
Time (Years)

870701 1 good 0 43 HMAC 5,343,413 6.48 —
870701 2 good 0 106 HMAC 5,332,037 5.93 —
880203 1 b 50 51 HMAC 654,446 9.12 9
880203 2 b 50 109 HMAC 654,475 9.54 9
880203 3 b 0 51 HMAC 654,911 5.89 9
880203 4 b 0 99 HMAC 654,368 6.28 9
890503 1 a 0 40 HMAC 5,314,742 — 10
890503 2 a 0 51 HMAC 5,316,527 — 11
890503 3 a 0 106 HMAC 6,509,635 — 12
890503 4 a 0 83 HMAC 5,881,676 — 11
890702 1 b 0 44 HMAC 3,774,491 8.34 9
890702 2 b 0 85 HMAC 3,943,572 6.98 10
900402 1 b 40 86 HMAC 1,234,220 6.96 15
900402 2 b 40 126 HMAC 1,234,220 7.57 15
900802 1 b 60 55 HMAC 1,453,340 11.22 16
900802 2 b 60 67 HMAC 1,453,340 10.48 16
900802 3 b 60 104 HMAC 1,453,340 5.60 16
900803 1 b 60 158 HMAC 8,526,390 5.76 16
900803 2 b 60 108 HMAC 8,526,390 6.56 16

5. Conclusions

The study focused on the rutting of pavement repair with overlay. A rutting prediction
model was established using an artificial neural network, and the pavement evaluation
index and maintenance time were investigated based on the rutting development trend.
The data used were obtained from the LTPP, with reliable data accumulated over many
years of observations, making the model very reliable.

According to the results of the parameter sensitivity analysis, the rutting of the repaired
pavement is not only affected by the basic service environment, such as traffic and climate,
but it is also closely related to the cumulative damage of the original pavement and the
pavement repair and treatment scheme. This provides a reference for selecting rutting
influencing factors. Moreover, besides the axle load and time, the number of freeze–thaw
cycles and daily average temperature have the greatest influence on rutting. Additionally,
the surface structure and surface material have a great influence on the rutting after repair,
especially the thickness of the surface layer and the voids filled in the mixture (VMA).

When describing rutting development, the characteristic indexes of the depth of the
pavement ruts and the total filling area of the pavement cross-section are more representa-
tive. In this study, the evaluation index of pavement ruts was established by predicting
the rutting development trend of overlay-repaired pavement and combining it with the
mechanical properties of the pavement asphalt mixture. The maintenance time threshold of
pavement ruts was proposed for each test section after the overlay repair, which provided
a reference for the maintenance of the overlay-repaired pavement.

In addition, the results and discussion provide a reference for the optimization of rut
prediction models for evaluating the performance of asphalt pavement. The prediction
of rutting in this paper is based on a large amount of historical observation data, but it
does not involve the mechanical mechanism of the pavement structure. In the future, the
damage mechanism of pavement repair with flexible overlay can be further investigated,
and the empirical analysis can be refined to scientific theory. This paper studies the rutting
development of flexible asphalt pavement, and the rutting of cement concrete pavement
should be explored in the future. Cement concrete pavement repaired with asphalt overlay
is a common measure to improve the pavement performance and extend the pavement
life. However, the modulus of the old cement panel is very different from that of asphalt
concrete, and asphalt overlay concrete is more prone to rutting. It can be predicted by
establishing machine learning models. The international roughness index (IRI), cracks,
and texture depth, which are also important pavement performance indicators, can be
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downloaded from the LTTP database. Multiple machine learning methods, such as support
vector machine, random forest, adaptive boosting, and other reinforcement learning for
predicting them, are also going to be established in the future.
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