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Abstract: With the development of the concept of integrated flight testing, joint testing has become
a key research trend. The use of a Logical Range can allow one to overcome the shortcomings of
traditional test ranges, allowing for full use of the resources of each range when implementing joint
flight testing. However, the Logical Range concept also has problems, such as those relating to the
low reusability of test resources and insufficient ability to monitor the resource status in real-time.
Considering such problems, a Logical Range framework based on digital twin technology is proposed
in this paper. On the basis of this framework, a Logical Range system based on a digital twin for the
real-time mapping of real physical behavior is constructed and the three key technologies used in
the system are detailed. The feasibility of the framework is successfully verified through a flight test,
demonstrating that the proposed framework can provide key support for the application of digital
twin technology in the field of flight testing.

Keywords: logical range; flight test; joint test; digital twin

1. Introduction

From the conceptual development of integrated flight testing emerges the concept
of joint testing. A joint test can realize the seamless connection of cross-regional proving
grounds, complete the interconnection between different test systems, and realize the data
sharing, reusability, and combinability of test resources [1,2]. In order to implement joint
testing across a range, it is necessary to connect multiple cross-area range resources and
facilities, from which the concept of Logical Range arises. A Logical Range refers to the
aggregation of test resources without geographical boundaries, across various ranges and
facilities [3]. Use of the Logical Range concept can overcome the shortcomings of traditional
test ranges, such as geographical division, single capability, and difficulties in completing
certain comprehensive test tasks. It allows for the connection of many different ranges and
test resources in a network, such that these ranges distributed in different geographical
locations logically form a comprehensive range, allowing for full use of the facilities and
resources of each range [4].

However, there are two main problems in existing Logical Range test processes: First,
the reusability of test resources is low. For test resources that have a simple functional
design but short life or those which are single-use only, a Logical Range cannot realize their
long-term reuse. Second, the real-time resource status monitoring ability is insufficient.
There are many types and quantities of test resources in the joint testing process. As
the goal of each test is different, the test resources included also differ, which leads to
existing Logical Range approaches being unable to monitor the status of all test resources
in real-time, thus rendering the joint test inefficient.

With the development of simulation and computer technology, Digital Twin technol-
ogy has played increasingly important roles in the fields of digital workshops [5–7], digital
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cities [8–10], and intelligent manufacturing [11–15]. Digital twin technology provides a
link between physical space and virtual space. Moreover, it can make full use of physical
models, real-time data, and historical operation and maintenance data, allowing for the
combination of multi-variable, multi-scale, and multi-probability computer simulation pro-
cesses to construct twins of physical entities in virtual space. Further, it can also reproduce
all of the states of physical entities in real-time, providing high fidelity and high integration
and, thus, reflecting the whole life-cycle process of the entity and its state [16].

The emergence of Digital Twin technology provides an effective solution to the above-
mentioned problems related to the Logical Range. One of the goals of Logical Range
systems based on the use of a digital twin is to realize the real-time digital mirroring of
range resources and flight test processes, as well as the data-driven real-time state synchro-
nization mapping of virtual and real ranges through the construction of a multi-dimensional
high-fidelity range dynamic model. Another aim of these systems is to combine artificial
intelligence algorithms for data analysis, mining, fault diagnosis, and intelligent decision
making, thus realizing the transparency, efficiency, and intelligence of the range. The digital
twin of the test resource is constructed in the virtual scene, and its operation logic is learned
through the artificial intelligence algorithm during the test process. In some scenarios, the
twin is used to replace the real test resources, in order to improve the reuse rate of resources.
The insufficient real-time test resource status-monitoring ability in the Logical Range can be
resolved by observing the state change of the twin of the physical test resource in real-time
during the test process.

In recent years, scholars at home and abroad have conducted in-depth research on the
theoretical concept and model construction of digital twins in the fields of aerospace and
flight testing. In terms of research on digital twin technology in the aerospace field, some
scholars [17–19] have conducted in-depth research on digital twin modeling methods for
aerospace parts and components, while other scholars [20–22] have studied the specific
application of digital twins in the aerospace field, as well as designing methods and
frameworks to realize and apply digital twin technology. In view of the existing research on
digital twins in the field of flight testing, Liu Yu et al. [23] proposed the application prospect
of six digital twins for flight testing, including the development and overall planning of
flight test requirements, flight test task design, integrated testing and modification, flight
test organization and implementation, rapid maintenance support, and flight test engineer
training. Liu Yan et al. [24] designed a digital twin flight test simulation platform which
can simulate flights in a virtual scene. Compared with the real flight test results, the virtual
flight test on the platform can meet the real-time and stability requirements of the flight. In
the research of digital twin framework, Guo Jutao et al. [25] designed an aerospace digital
twin workshop framework and elaborated on the application of digital twin in aerospace
intelligent manufacturing scenarios. This framework provides a feasible technical approach
for workshop production control in military enterprises. Chen Jiang et al. [26] proposed a
three-dimensional real-time monitoring system framework for workshop production status
for digital twin, and detailed several key technologies in the framework implementation
process. Finally, the feasibility and effectiveness of the proposed framework were verified
by a seal production workshop.

Although Liu Yu et al. [23] have studied the application of digital twin in the field
of flight testing, their research only proposes some prospects for the application of digital
twin technology in flight testing, without elaborating and solving problems encountered
during the implementation process. Although the flight test simulation platform designed
by Liu Yan et al. [24] can meet the experimental requirements of virtual flight tests, its
platform cannot meet the requirements of cross-regional joint flight tests. The digital twin
framework proposed by Guo Jutao et al. [25] and Chen Jiang et al. [26] is applicable to
aerospace production workshops and seal production workshops, respectively. Due to
the lack of connectivity between the flight test process and the production process in the
production workshop, the equipment used in the flight test and production workshop are
also different. The framework proposed by the above two scholars cannot be applied to
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cross-regional flight testing. In addition, the proposed framework cannot meet the need for
dynamic expansion of equipment during cross-regional flight testing.

In summary, scholars have made significant achievements regarding the use of Digital
Twin technology to solve problems in the corresponding fields. However, there have been
few studies on the construction of digital twin frameworks, key technologies, and test
process monitoring for flight testing using the Logical Range concept. Therefore, in order to
use Digital Twin technology to solve the problems associated with existing Logical Range
approaches, as well as to satisfy the actual needs of Logical Range construction in the flight
test process, we propose and implement a Logical Range framework based on digital twin
technology. Furthermore, we verify the proposed framework in the context of the flight
test process for an aircraft. Our key contributions are as follows:

• We analyze the problems related to existing Logical Range approaches and propose a
Logical Range framework based on digital twin technology.

• We implement the proposed framework and introduce several key technologies used
in the system based on the framework.

• We verify the feasibility of our proposed framework through a flight test.

The remainder of this paper is organized as follows: Section 2 introduces our proposed
digital-twin-based Logical Range framework. Section 3 introduces three key technologies
used in the system implemented based on the proposed framework. Section 4 introduces
the implementation of the Logical Range based on digital twin technology, and details the
verification of our proposed framework through an example.

2. Logical Range Framework Based on Digital Twin

According to the flight test task process and the requirements of the Logical Range
virtual test, the idea of hierarchical development is adopted to construct the Logical Range
framework based on digital twin technology, which is divided into a physical layer, data
layer, virtual layer, service layer, and implementation layer, as depicted in Figure 1. In
Figure 1, it can be seen that in order to meet the dynamic expansion of equipment and
data communication requirements during cross-regional flight tests, a proxy has been
introduced into our framework, which can connect hardware equipment and software
systems to meet the dynamic expansion and data communication needs of the equipment.
This part of the content will be detailed in subsequent chapters.

1. Physical Layer
As the basis of the whole framework, the physical layer is divided into an equipment
layer (El), range layer (Rl), and test layer (Tl), according to the application scenario
and functional structure. The relationship between these layers is as follows:

El ⊂ Rl ⊂ Tl . (1)

The equipment layer can be regarded as the basis of the physical layer, which is
composed of theodolite, high-speed camera, radar, and GPS (Global Positioning
System) equipment, along with the other equipment and test resources distributed
in each range. The range layer consists of ranges distributed in different regions. As
a complex of test resources, the range is also the basic unit of the flight test process.
The test layer consists of different test schemes. The test scheme includes all the
supporting resources and information needed for a test, usually consisting of one or
more ranges.

2. Data Layer
Data play a crucial role in the whole system. Data flow between different parts of
the system drives the operation of the whole system. The data in the data layer are
mainly composed of physical layer data, virtual layer data, and service layer data.
The physical layer data are mainly composed of static data and dynamic data. Static
data include equipment information, geometric parameters, and so on. Dynamic
data are the data collected and generated by the equipment during operation. The
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data of the virtual layer are mainly composed of the data model, geometric model,
behavioral model, and data generated by the virtual twin scene. The real-time data
and historical data collected and generated during the operation of each model and
scene in the virtual layer are part of the virtual layer data. The data of the service
layer are composed of the data generated by each functional module in the service
layer during operation, including the source data obtained from different databases
and the data generated by various calculations in the service layer.

Figure 1. Logical Range Framework based on digital twin.

3. Virtual Layer
As the “twin” of the physical layer, the virtual layer is an indispensable part of the
system. The virtual layer is mainly composed of a data model (Dm), geometric model
(Gm), behavior model (Bm), and virtual twin scene (Vs). The relationship between
them is given as follows:

((Dm ⊂ Gm), Bm) ⊂ Vs. (2)
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The data model is constructed from static data in the data layer, providing data
support for the geometric model. The geometric model, supported by the data model,
describes geometric information such as the appearance, structure, and size of various
types of equipment and ranges. The behavior model is driven by dynamic data,
through the script file, in order to achieve real-time data matching. The virtual
twin scene is a virtual scene constructed under the joint action of the three models
mentioned above, which can logically restore the Logical Range with high fidelity.

4. Service Layer
The service layer implements its corresponding functions based on the drivers of
the data layer. With the support of the data layer, the service layer can realize the
functions that the physical layer and the virtual layer cannot, such as all kinds of
data management, visualization and analysis, test reproduction, equipment manage-
ment, and so on. At the same time, the correlation calculation results of the service
layer allow for feedback with the physical layer to optimize the functioning of the
physical layer.

5. Implementation Layer
The implementation layer is required to implement the whole system using related
technologies. The modeling software is used to model the equipment and the model-
ing results are imported into Unity 3D, in order to realize the construction and display
of the equipment “twin”. The data-related functions are implemented in the form of
webpages through a well-designed human–machine interface and interaction mode.
Both desktop clients and mobile phones can access and operate the webpages.

3. Key Technologies
3.1. Proxy-Based Equipment Dynamic Extension Method

The current Logical Range systems require the code of the system to be modified
when expanding to new equipment. Moreover, the properties and functions of the new
equipment cannot be predicted, and the code for them cannot be written during system
development. If the system code is modified in order to add new equipment, the workload
will be increased and, furthermore, the “Open Close Principle” of software design will
be violated. Therefore, in order to improve the testing efficiency and realize the efficient
use of test resources, it is necessary to realize dynamic expansion of the equipment. The
proposed system introduces a proxy to solve this problem. The location of the proxy in the
system is shown in Figure 2, between the equipment and the upper layer software. The
equipment only needs to exchange data and receive instructions with the corresponding
equipment proxy, without considering the various requirements of the upper software for
the equipment. The proxy reduces the interference of upper software with the equipment,
as well as reducing the other functions that the equipment needs to implement in order to be
compatible with the upper system. As for the upper software, it only needs to communicate
and interact with the equipment proxy, without considering the different communication
protocols, data formats, and sampling frequencies of the various equipment.

The data content, data format, and sampling frequency of different equipment may
differ, even among different brands of the same equipment. The proxy should resolve these
problems, thus achieving the goal of compatibility with different equipment, improving
system compatibility, and enhancing test efficiency. Therefore, a base class Root is designed,
in order to specify the basic attributes and functions that all equipment should have. Its
formal description is as follows:

Root = {equipmentID, equipmentType, dataAcquisition, dataTransmission, instructionParsing}. (3)

It can be seen, from Equation (3), that every piece of equipment that accesses the system
must have at least two equipmentID and equipmentType properties: equipmentID is used to
bind virtual and real equipment, while equipmentType is used to mark the equipment type.
In addition, it also needs to possess data acquisition, data transmission, and instruction
parsing functions, where data acquisition means that the proxy needs to have the ability to
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obtain data from the equipment, data transmission means that the proxy needs to be able
to send data to the upper application, and instruction parsing means that the proxy needs
to parse the instructions from the upper application.

Figure 2. Location of the equipment proxy in the proposed system.

The Root specifies only the properties and functions that the proxy of the newly
extended equipment must have. However, in fact, the properties and functions of the
equipment far exceed those specified in Root. Therefore, the proxy needs to be extended,
according to different equipment, on the basis of inheriting Root.

The complete design and deployment process of the proxy is shown in Figure 3.
Figure 3 illustrates the proxy development and usage process using IMU (Inertial Measure-
ment Unit) and TSPI (Time Space Positioning Information) as examples. After inheriting
Root, the proxy only has the properties and methods declared in Root, which cannot facili-
tate the compatibility of different equipment. It also needs to be expanded according to the
functions of the equipment. After the proxy is expanded, it also needs to be filled with code,
in order to further improve the proxy according to the specific functions of the equipment,
such that it reflects all the functions of the equipment. The proxy that completes the code fill
is generic for the same equipment. The proxy is then uploaded to the proxy management
platform, which conducts unified management and configuration of all proxies through an
interactive interface. In the proxy management platform, a specified proxy can be selected
and a proxy object can be created for it, where each proxy object matches a specific piece of
equipment. Proxy objects and equipment are bound to each other through equipmentID.
After binding, the equipment is taken over by the binding proxy object. The equipment
only needs to interact with the proxy object, while the upper layer application software
only needs to interact with the proxy object.
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Figure 3. Schematic diagram of proxy creation and operation.

When the system needs to extend to new equipment, it needs to check whether the cor-
responding proxy exists for the new equipment. If the new equipment has a corresponding
proxy, the proxy object is created for the equipment in the proxy management platform and
the proxy object is bound to the equipment to complete the equipment expansion. If the
corresponding proxy does not exist for the new equipment, the corresponding proxy needs
to be developed (according to the proxy development process described above), following
which the proxy is uploaded to the proxy management platform. A proxy object is then
created for the new equipment, binding between the proxy object and the equipment is
completed and, finally, the equipment extension is implemented. A flowchart of the process
for adding new equipment is shown in Figure 4.

From the above description of the whole proxy process, it can be seen that, after
adopting the proxy mechanism in this system, the intrusion to the system in the process
of dynamically adjusting the physical layer equipment is minimal, and the whole process
is in accordance with the “Open Closed Principle.” The equipment that is added to the
system will not only be limited to physical equipment, as simulation equipment can also
be connected to the system through proxies to achieve system integration.
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Figure 4. Equipment addition process flowchart.

3.2. Data Communication Architecture

In the flight test, multiple ranges and various equipment are required to carry out
coordinated tests. Therefore, a large amount of real-time data will be generated during
testing. The system needs to receive, process, calculate, and display these large amounts
of real-time data, which poses huge challenges regarding the data-processing ability and
network performance of the system. In order to reduce the processing pressure and network
burden of the system, the data are divided into static data and dynamic data, as shown
in Figure 5. Dynamic data must be generated, received, and acquired in real-time during
system operations, whereas static data only need to be acquired once (e.g., during system
startup). This can reduce the system load to a certain extent.

Dynamic data are the real-time data collected by each piece of equipment and sensor
during the operation of the Logical Range system based on digital twin technology. Dy-
namic data mainly consist of two parts: the data collected by sensors (e.g., current humidity,
temperature, wind speed, wind direction, and other environmental information), and the
data collected and generated by each piece of equipment (e.g., the latitude and longitude,
magnetic declination angle, signal-to-noise ratio, radial velocity, height, acceleration, an-
gular acceleration, position coordinates, horizontal angle, vertical angle, semi-measured
back-angle, and so on).
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Figure 5. Data classification.

The static data are mainly the information of the physical equipment in the range,
such as the basic parameters of the equipment, the geometric parameters of the equipment,
the basic working parameters of the equipment, and so on. Static data are generally the
basic information required for the normal operation of the equipment, which can typically
be obtained from the equipment manual or the equipment use staff.

In order to realize the data collection described above, we designed the Logical Range
system based on digital twin communication architecture, as shown in Figure 6. Each piece
of equipment is connected to the associated equipment proxy running on the range side
through a short-distance transmission protocol. The equipment proxy obtains the data
from the equipment, performs simple checksum processing on the data, and stores the
processed data in the local database of the range. The equipment proxy stores the data in
the local database and sends the data to the cloud at the same time, storing the data in the
cloud real-time database. The data are then sent to the message middleware, in order to
drive the functions related to the virtual and service layers.

The Logical Range system based on digital twin technology, as the data reading client,
reads the real-time data in a subscribe/publish manner to realize the real-time synchronous
display of virtual and real data. At the same time, the data stored in the cloud also provide
data support for data analysis, data calculation, and other functions of the service layer.
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Figure 6. Data communication architecture.

3.3. Virtual–Real Synchronous Mapping Method

The mapping between virtual space and physical space is the basis for the realization
of virtual–real interactions. In order to ensure the accurate characterization of the test
process and to realize the effective collaboration between test resources, it is necessary to
realize the virtual and real synchronization mapping between the physical and virtual
test resources.

The virtual–real mapping process is mainly divided into four parts—data acquisition,
data integration, data matching, and data visualization—as shown in Figure 7. The main
steps are detailed in the following:

1. Data Acquisition
The first step of data acquisition is to accurately collect the original data from the
physical test field in real-time. The collected data will be used as the data source for
the data processing and mapping phases. In order to be compatible with a variety of
data transfer protocols, proxies are developed for all kinds of equipment. The proxy
collects raw data through serial ports, Bluetooth, local area networks, and so on.

2. Data Integration
With the real-time massive data collected during the data acquisition stage, data
integration mainly involves pre-processing operations (e.g., data cleaning and con-
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version), followed by the unified storage and management of data, ensuring that the
value of the data is maximized.

3. Data Matching
In order to realize virtual–real synchronous data mapping, a subscribe/publish data
transmission mode was designed based on search tree. For each piece of physical
equipment, its proxy will create a topic in the message middleware during the initial-
ization process for the transmission of equipment data, and the topic name is added
to the search tree. Models in the virtual space will search the search tree for topic
names before receiving data. As the topic names satisfy certain generation rules, at
least one result will be retrieved and topic matching can be completed.

4. Data Visualization
Once the data matching is completed, the twin model in the virtual space receives
real-time data from the physical space. These real-time data will drive the virtual
equipment to update its state, according to the time sequence, thus completing the
state update of the whole twin scene.

Figure 7. Virtual–real synchronization mapping process.

4. Application Examples and Analysis

Based on the above research, we implemented a system based on the proposed frame-
work, where the system includes the functions of planning scheme construction and
management, Logical Range construction and management, data integration manage-
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ment, unified equipment management, and so on. The system was developed through a
combination of Browser/Server (B/S) and Client/Server (C/S) architectures.

According to the situation of Logical Range flight testing, the proposed system uses a
combination of short-range transmission protocols and long-distance network transmission
protocols to complete data transmission. Short-distance transmission protocols include
Bluetooth, ZigBee, Wi-Fi, and RS-485 serial ports, among others, while long-distance
transmission protocols include TCP/IP, UDP, and so on. In terms of data storage, the com-
bination of a relational database PostgreSQL and a non-relational database MongoDB was
used to realize the storage, processing, and analysis of massive structured, semi-structured,
and unstructured data. In terms of data management, we used Vue.js and SpringBoot to
develop a web management platform, and employed container technology to deploy the
developed system on the cloud platform. The web management platform realizes data and
equipment management for the entire system, including data visualization, data fusion, log
management, user management, unified equipment configuration, equipment matching,
and so on. The user management and system history information interface in the web
management platform is shown in Figure 8.

Figure 8. Web management platform interface. (a) User interface view (b) Historical information
interface view.

In terms of virtual scene construction, 3DMax was used to build virtual models in
various equipment and scenes, and we imported the models into Unity3D. We built the
virtual twin scene in Unity3D, and used the C# script language to drive the operation of
various models and components in the virtual twin scene. A C/S architecture was adopted
to complete the twin system construction. The client can be installed on a user’s PC, and
can realize the real-time display of equipment data, planning scheme construction, and
other functions. Furthermore, the platform was deployed in a cloud server using container
technology to realize the functions of data interaction, analysis, and processing. The test
plan management interface of the digital twin logic range platform we have built is shown
in Figure 9. The overall data flow of the system is depicted in Figure 10.
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Figure 9. Virtual test platform interface.

Figure 10. System data flow.

Before the test begins, it is necessary to specify the test plan on the digital twin logical
range platform, determine how many cross-regional ranges are involved in the test, and
determine how many types of equipment are involved in each range. After starting the
test, the digital twin logical range platform can monitor the status of each equipment in
real-time and save these data for subsequent analysis work. Taking a flight test as an
example, this test involves three ranges distributed in different regions, including two
radar simulation equipment, one TSPI simulation equipment, four cameras, and two IMU
inertial navigation systems. Figure 11a shows some of the simulation equipment involved
in this test, Figure 11b shows the information display interface of the test plan in the digital
twin logical range platform, Figure 11c,d show the real-time data reception and display
interface of the equipment in the digital twin logical range platform, and the displayed
data are synchronized with the equipment in real time. Figure 12 shows the analysis of
user behavior data during the test process in the web management platform. Figure 13
shows the interface for viewing the test plan in the web management platform.

For this test, our proposed Logical Range system based on digital twin technology
enabled data collection, processing, and analysis across the considered regional ranges. At
the same time, the real-time synchronization and display of equipment status information
in the real test scene and the virtual twin scene were realized, and the historical test process
could be reproduced according to the historical data.
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Figure 11. State information synchronous display. (a) Some simulation equipment involved in the
test. (b) Display of test plan information. (c,d) Equipment data synchronization display.

Figure 12. User behavior data during the test process.

Figure 13. Test plan in the web management platform.

5. Conclusions

Starting from the overall requirements of cross-regional flight testing, this paper
analyzes the relevant issues in the current concept of logical range. We have combined
digital twin technology with logical range and designed a logical range framework based
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on digital twin technology, subsequently implementing and validating this framework.
At the same time, based on the proposed framework, solutions have been provided to
address key issues in the system, such as a proxy-based equipment dynamic extension
method, a data communication architecture, and a virtual–real synchronous mapping
method. Through testing, it has been shown that our method effectively improves flight
test efficiency and digital control level of the test process, while also reducing test costs to a
certain extent. Our proposed framework provides key support for the research, application,
and development of digital twin technology in virtual test and cross-regional logical range
test. In the future, we plan to further focus on digital twin technology and conduct related
research on the allocation and scheduling of digital twin flight test tasks.
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