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Abstract: Bridge displacement is an important part of safety evaluations. Currently, bridge displace-
ment monitoring uses only a few measurement points, making it difficult to evaluate safety. To
address this problem, we propose a multi-point displacement synchronous monitoring method. The
structural surface has abundant natural texture features, so we use the feature points of the structural
surface as the displacement measurement points and propose a feature point displacement calculation
method. Furthermore, we conduct experiments on a beam in the laboratory and obtain the beam’s
multi-point displacement monitoring results. The monitoring results show that the displacement of
some feature points is mismatched. We propose the use of the structural deflection curve to eliminate
the feature point displacement mismatches. This method uses the maximum rotation angle of the
deflection curve to eliminate displacement mismatches. The results indicate that it is effective to
eliminate displacement mismatches in simple structures, such as simply supported beams. Finally,
we obtain the test beam’s multi-point displacement synchronous monitoring results. Compared
with the 3D laser scanning measurement method, the maximum error of the monitoring results
is 8.70%. Research shows that the main reason for the monitoring error is image noise, and the
noise interference problem due to its application in practical bridges requires further investigation.
Compared with traditional displacement monitoring, this method has significant economic, efficiency,
and data integrity advantages. The method has application prospects for multi-point displacement
monitoring of simple structures, such as simply supported beams.

Keywords: structural health monitoring; displacement monitoring; deformation monitoring; feature
point detection; feature extraction; deflection curve; safety evaluation

1. Introduction

In conventional bridge displacement monitoring, sensors are placed on the structure to
obtain the structural response and conduct a safety evaluation. The number of monitoring
points that can be arranged on the bridge is very limited, making it difficult to evaluate the
bridge’s safety through the use of local monitoring point data.

With the development of computer technology and image acquisition equipment,
the displacement monitoring method based on machine vision shows great development
potential. This method obtains the monitoring results of the measuring points through
feature point extraction, feature point recognition, and feature tracking of the structural
image. This method has the outstanding advantages of simple installation, automation,
and visualization, as well as being non-contact and having a low cost and high efficiency.
Currently, it has become a research highlight in structural deformation monitoring.

As early as 1995, Stephen G.A. et al. [1] used the vision tracking system to measure the
mid-span displacement of the Humber Bridge in the U.K. for the first time and compared it
with the acceleration sensor. The results showed that visual technology was more suitable
for low-frequency and large-displacement structural monitoring, and an accelerometer was
more suitable for high-frequency and small-amplitude structural modal monitoring. In
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1999, P Olaszek et al. [2] proposed applying the computer vision method to the deformation
monitoring of railway bridges. They verified the feasibility of this method by monitoring
the target point at the mid-span of the bridge. In 2003, D V J’auregui et al. [3] used close-
range digital photography technology to monitor the vertical deflection of a bridge. They
carried out a static load test on the bridge to prove the accuracy of their method.

With the further development of image monitoring technology, image-based struc-
tural displacement monitoring is no longer limited to single-point monitoring and image
post-processing. Relevant research on multi-target and real-time measurements has grad-
ually emerged. In 2006, J J Lee et al. [4] obtained the real-time displacement of a bridge
on the basis of image monitoring technology and used the deformation information to
evaluate its bearing capacity. The image monitoring information was used for a deeper
structural analysis. In 2016, Dongming F et al. [5] used upsampled cross correlation (UCC)
matching technology to measure the displacement of a three-story frame structure in the
laboratory, obtained the displacement monitoring results of multi-point targets on the
structure, and extracted the modal parameters of the structure. In 2016, Terán [6] et al.
proposed a cross-correlation method to monitor the dynamic displacement of bridges. They
collected video data of a pedestrian overpass through a camera and then obtained the
displacement and modal information of the bridge using video amplification technology.
In 2016, B. Pan et al. [7,8] combined the Digital Image Correlation (DIC) algorithm with
photogrammetry technology to further develop a long-distance bridge deflection system.
The system was successfully applied to multi-point deflection monitoring of the Wuhan
Yangtze River Bridge.

Zhao X et al. [9,10] proposed a bridge displacement monitoring system based on
laser projection, which can monitor multiple target points on the bridge at the same
time. The application results from actual bridges showed that the system could accurately
obtain the bridges’ dynamic and static displacement information. Liu P et al. [11,12]
proposed a laser-based horizontal displacement monitoring method for foundation pits.
They installed a laser transmitter at the monitoring point, projected the laser spot on the
screen, and obtained the horizontal displacement of the monitoring point by shooting
the change in the spot’s position with the camera. The stability, static, and displacement
loading tests showed that the method had a high level of accuracy and met the engineering
application requirements. It was determined that when monitoring multiple targets, it
is necessary to reduce the camera’s tilt angle. In 2014, Ribeiro D et al. [13] proposed a
dynamic displacement monitoring system for railway bridges based on video technology
that automatically tracked target points on the basis of the RANSAC algorithm. The system
comprised a camera, an optical lens, a lamp, and targets. The system successfully monitored
five targets on a railway bridge for one year. In 2015, Feng M Q et al. [14] developed a
structural displacement monitoring system based on machine vision, which could extract
target displacement in real time from video images. They conducted experiments on two
railway bridges and verified the system’s applicability to actual bridge monitoring by
comparing it with displacement sensors. In 2017, Khuc T et al. [15] proposed a structural
health monitoring system for structural displacement and vibration monitoring. The
system used virtual objects to eliminate the dependence of machine vision on the target.
The system used an improved feature point extraction algorithm to achieve vibration
monitoring of a bridge without targets for the first time. In 2020, Lee J et al. [16] proposed a
bridge displacement monitoring system using dual cameras for self-motion compensation.
The main camera of the system monitored the main target fixed to the structure, and the
sub-camera monitored the sub-targets arranged around the system to obtain the system’s
motion parameters. Finally, the system compensated for the error caused by self-motion.
They also verified the applicability of the system through indoor and on-site tests. In
2021, Kromanis R et al. [17] proposed a bridge monitoring method based on multi-camera
positioning. This method required the positional relationships of multiple targets captured
by different cameras to remain unchanged and then generated a pixel-size and length-size
conversion matrix. The displacement of the structure could be calculated on the basis of
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the target images captured by cameras at any location. In 2020, Kim J et al. [18] proposed a
structural displacement monitoring method based on camera motion compensation. This
method combined image matching and feature detection algorithms to correct errors caused
by camera motion. Compared with traditional methods, this method had the advantage of
automatically correcting camera motion errors. They also successfully applied this method
to the displacement monitoring of a bridge.

Computer vision was proposed in the 1950s and gradually entered the industrializa-
tion stage in the 1980s. At present, it has become a hot spot for Structural Health Monitoring
(SHM) research. Computer vision has a high level of accuracy when used in structural
displacement monitoring. It does not require professional technical personnel to operate,
and it has outstanding advantages, such as simple equipment installation, a low equip-
ment cost, and an efficient working performance. However, computer vision technology
requires installation targets on bridges, and monitoring cameras can obtain only limited
point displacement information. The displacement information of limited points cannot
accurately reflect the safety status of the structure.

Therefore, we propose a multi-point displacement synchronous monitoring method.
This method uses the SIFT algorithm in computer vision to generate feature points on the
structural surface. These feature points are used as displacement measurement points,
and calculating the displacement values of these feature points can obtain structural multi-
point displacement monitoring results. This article combined the SIFT algorithm with
structural displacement monitoring and obtained the structural multi-point displacement
synchronous monitoring results for the first time, providing a new method for applying
computer vision in structural deformation monitoring.

This study proposes a bridge multi-point displacement synchronous monitoring
method, which can obtain multi-point displacement monitoring results of the structure
by a single monitoring camera. The monitoring effect is similar to full-field displacement
monitoring. This method can greatly expand the data on SHM and solve the problem of
limited point monitoring leading to difficulty in evaluating the safety status of bridges.

2. Multi-Point Displacement Synchronous Monitoring Method

We used the Scale-invariant Feature Transform (SIFT) [19–24] algorithm to generate
structural feature points. The SIFT algorithm decomposes the image into scale space and
calculates extreme points in the scale space. These extreme points are detected after down-
sampling and have obvious image features called feature points. Further, we calculate the
gradient direction of each feature point and assign direction values to the feature points.
Even if the object in the image undergoes displacement, the detected feature points can be
matched through directional values. Therefore, the feature points extracted by the SIFT
algorithm are invariant to scale, direction, and rotation. In addition, SIFT feature points
are also stable to brightness change, affine transformation, and noise. The SIFT algorithm
process is shown in Figure 1.
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Figure 1. SIFT algorithm process. Figure 1. SIFT algorithm process.

The structural surface has natural texture features, which can be extracted and matched
using the SIFT algorithm before and after deformation. The extracted feature points can be
used as measurement points for displacement monitoring. We placed the calibration board
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in two different positions and took photos. The extracted calibration board feature points
are shown in Figure 2a, and the matching results of feature points are shown in Figure 2b.
There are 2131 extracted feature points, and Figure 2a,b only presents the matching results
of the first 9 feature points. The green line in Figure 2b is the matching line of feature points
on the calibration board.
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Figure 2. Feature points extraction and matching results based on the SIFT algorithm. (a) Fea-
ture points on the calibration board. (b) Matching of feature points on calibration board at
different positions.

As shown in Figure 2b, the feature points on the calibration board at different positions
can be matched using the SIFT algorithm. The structural surface has natural features, and
the SIFT algorithm can extract these feature points. We used these feature points as
monitoring points to achieve structural full-field displacement monitoring. As shown in
Figure 3, we fixed the camera in front of the structure and captured two images, I1(x, y) and
I2(x, y), before and after deformation. Due to the fixed camera, the same image coordinate
system Oxy can be established before and after deformation. The coordinates of feature
point A1 (Figure 3 red dot) extracted before deformation are A1(x1, y1), and the coordinates
of its matching point after deformation are A′1(x′1, y′1). The vector formed by the feature
points A1(x1, y1) and A′1(x′1, y′1) is the displacement D1. D1 has two parameters, length L1
and angle θ1. The calculation method for vector D1 is as follows:

L1 =
√
(x′1 − x1)

2 + (y′1 − y1)
2 (1)

θ1 = arctan
|x′1 − x1|
|y′1 − y1|

(2)
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D1 is the displacement of one point on the structural surface, and the displacement of
all feature points on the structural surface is the set:

D = {Di : i = 1, 2, . . . , n} (3)

Set D comprises all Di, which is the initial calculation result of the structural multi-
point displacement. Figure 4 shows the multi-point displacement calculation flowchart.
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3. Structural Multi-Point Displacement Monitoring Test

We used a test beam to verify the above method. Figure 5 shows the beam’s dimensions
and the material object.
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3.1. Data Collection Equipment

In this experiment, we used a Fuji GFX-100 camera and Fuji GF 32–64/4 RLM
WR lens to capture images of the beam. Table 1 shows the technical parameters of the
camera and lens.

Table 1. Monitoring camera’s parameters.

Pixels Sensor Data Interface Image Frame

102 million 43.8 × 32.9 mm USB 3.0 11,648 × 8736
Pixel size Lens model Relative aperture of lens Focal length
3.76 µm GF 32–64/4 R LM WR F4.0–F32 32–64 mm

We placed the monitoring camera 7 m from the beam, facing the center of the beam.
The position of the monitoring camera is shown in Figure 6.
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We placed 13 dial indicators on the bottom of the beam to verify the test data. The
arrangement of the dial indicators is shown in Figure 7.
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Figure 7. Arrangement of the dial indicators.

We also validated the experimental data using a Leica P50 Scan-Station. For the
validation test, we pasted code marks at the node of the test beam and compared the code
marks’ displacement with the calculated displacement. The arrangement of the targets
on the beam is shown in Figure 8a. The setup of the three-dimensional laser scanning
validation test is shown in Figure 8b.
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3.2. Loading of the Beam

We used mid-span loading to deform the test beam, as shown in Figure 9. We gradually
loaded it from 0 kN to 400 kN in increments of 100 kN. We collected images and validation
data of the beam for analysis under each load level.
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3.3. Calibration Monitoring Resolution

We drew calibration lines on each vertical member of the beam, and the lengths L
of the calibration lines were known, as shown in Figure 10. We calculated the number of
pixels N for each calibration line in the image. By calculating L/N, we obtained the test’s
monitoring resolution, as shown in Table 2.
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Figure 10. Calibration line on the vertical member of the beam.

Table 2. The test’s monitoring resolution.

Member Nos. N L (mm)
Calibration
Results L/N
(mm/pixel)

Average

1–16 1975 386.24 0.20

0.18 mm/pixel

2–17 1978 349.25 0.18
3–18 1987 327.83 0.16
4–19 1980 332.91 0.17
5–20 1968 366.79 0.19
6–21 1989 327.91 0.16
7–22 1980 359.12 0.18
8–23 1992 345.13 0.17
9–24 1989 312.15 0.16

10–25 1992 387.54 0.19
11–26 1991 381.28 0.19
12–27 1983 331.53 0.17
13–28 1982 349.27 0.18
14–29 1981 339.25 0.17
15–30 1989 351.72 0.18
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We used the calibration results’ average value as the monitoring resolution. Then,
after obtaining the pixel displacement of the beam, we calculated the actual displacement
of the beam by using this monitoring resolution.

3.4. Initial Monitoring Results for the Beam’s Multi-Point Displacement

We captured the beam’s image, as shown in Figure 11a. The beam’s feature points
extracted through the SIFT algorithm are shown in Figure 11b.
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13. 

Figure 11. Original image and feature point image of the beam. (a) Beam’s image. (b) Beam’s feature points.

We only retained the feature points of the beam, as shown in Figure 12, and calculated
the multi-point displacement using the above method. We found many mismatches in
the initial calculation results due to the similarity of the natural textures on the beam’s
surface. Due to the many mismatches, we only show the mismatches in the local areas of
the experimental beam. The initial calculation results for the feature points at the red arrow
position in Figure 12 are shown in Figure 13.
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Figure 12. Calculated position of the beam’s multi-point displacement.

In Figure 13, the red and blue dots represent the feature points’ starting and end-
ing positions, respectively. Figure 13 shows that most feature point displacements are
almost parallel (green lines), which is consistent with the structural deformation. The
directions and lengths of some displacement vectors are incorrect, as shown by the red
lines in Figure 13.

This problem arose because the natural texture features of the bridge’s surface have a
certain degree of similarity, increasing the difficulty of matching feature points and leading
to some mismatches. Therefore, further study of the multi-point displacement mismatch
elimination method is necessary.
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4. A Method for Multi-Point Displacement Mismatch Elimination
4.1. The Beam’s Edge Deflection

We used the method presented in [25–27] to calculate the beam’s edge deflection.
Mismatched feature points can be eliminated using the beam’s edge deflection. The test
beam used in this test had four prominent edge extraction positions, as shown by the red
circles in Figure 14a. We calculated the edge deflection at the bottom of the test beam for
comparison with the dial indicator, as shown by the arrow in Figure 14a. We extracted the
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feature points at the beam’s bottom edge under various load levels to form deformation
curves, as shown in Figure 14b.
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Figure 14. Beam’s edge line extraction results. (a) Edge position. (b) Edge deformation under load
levels 0–400 kN.

It can be observed from Figure 14 that the extracted beam’s edge lines showed an
obvious fluctuation effect, which was caused by the image noise. Figure 15a shows that
the beam’s edge line exhibited similar distributions under different loads, and the crest
and trough positions of the edge curve under different loads were similar. This is because,
during the test, the light field environment in the laboratory is similar, and the noise
distribution of the structural edge line has similarities under different load conditions,
resulting in consistent fluctuations in the structural edge line under different loads. Based
on this characteristic, the initial edge line (0 kN) can be deducted from the deformed edge
line, thus reducing the influence of noise. The initial edge line (0 kN) was deduced from the
beam’s edge line (under load levels 100–400 kN) to obtain the beam’s edge deflection curve.
Figure 15b shows the beam’s edge deflection curve compared with the dial indicator.
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Table 3 shows the extracted deflection values compared with the values measured
by the dial indicator. The average error in the beam’s edge deflection was 2.17%, and the
extracted beam’s deflection was consistent with the actual deformation.
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Table 3. Validation of the beam’s edge deflection.

Load Dial Indicator No. Dial Indicator
Value (mm)

Calculated
Value (mm) Error (%)

100 kN

1 1.45 1.42 2.07%
2 2.19 2.17 0.91%
3 2.63 2.57 2.28%
4 2.90 2.97 2.41%
5 3.37 3.26 3.26%
6 3.55 3.42 3.66%
7 3.61 3.49 3.32%
8 3.53 3.44 2.55%
9 3.22 3.27 1.55%

10 2.91 2.99 2.75%
11 2.53 2.59 2.37%
12 2.16 2.08 3.70%
13 1.40 1.45 3.57%

200 kN

1 2.34 2.32 0.85%
2 3.55 3.63 2.25%
3 4.24 4.12 2.83%
4 4.73 4.72 0.21%
5 5.29 5.19 1.89%
6 5.34 5.24 1.87%
7 5.49 5.34 2.73%
8 5.51 5.32 3.45%
9 5.33 5.26 1.31%

10 5.03 4.88 2.98%
11 4.07 4.16 2.21%
12 3.04 3.13 2.96%
13 2.11 2.01 4.74%

300 kN

1 3.11 3.03 2.57%
2 4.72 4.85 2.75%
3 5.41 5.53 2.22%
4 6.48 6.34 2.16%
5 7.05 6.99 0.85%
6 7.16 7.17 0.14%
7 7.32 7.39 0.96%
8 7.36 7.42 0.82%
9 7.31 7.25 0.82%

10 6.37 6.46 1.41%
11 5.61 5.49 2.14%
12 4.11 4.00 2.68%
13 2.41 2.46 2.07%

400 kN

1 3.73 3.71 0.54%
2 5.88 6.11 3.91%
3 7.16 7.06 1.40%
4 8.19 8.03 1.95%
5 8.96 8.78 2.01%
6 9.13 9.09 0.44%
7 9.47 9.32 1.58%
8 9.22 9.37 1.63%
9 8.94 9.13 2.13%

10 8.35 8.07 3.35%
11 6.64 6.79 2.26%
12 4.65 4.74 1.94%
13 2.76 2.86 3.62%

4.2. Mismatch Elimination for Multi-Point Displacements

The deflection y and rotation angle θ are the two basic parameters of the displacement
vector. The deflection y varies with the position of the section, and y = f (x) can be
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expressed as a continuous function. This is the deflection curve equation of the beam, and
the inclination of its y = f (x) tangent is the section rotation angle θ. For small deformations,
θ is very small, and the rotation angle equation can be expressed as:

θ ≈ tan θ =
dy
dx

= f ′(x) y = f (x) (4)

Equation (4) can be used to solve the section rotation angle of the structural edge
deflection (Figure 15b). Furthermore, the obtained section rotation angle can be the elimina-
tion condition for the multi-point displacement mismatch. Figure 16 shows the calculation
results for the test beam’s edge rotation angle.
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Figure 16. Test beam’s edge rotation angle calculation results under various load levels. (a) Test
beam’s edge rotation angle (100 kN). (b) Test beam’s edge rotation angle (200 kN). (c) Test beam’s
edge rotation angle (300 kN). (d) Test beam’s edge rotation angle (400 kN).

Figure 16 shows the test beam’s angle curve under load levels 100–400 kN. The angle
curve provides a rotation constraint for the multi-point displacement. If the angle of
the feature point’s displacement does not satisfy the angle curve, the displacement is
considered a mismatch and can be eliminated. In addition to the angle curve elimination
method, the beam’s edge deflection can be used for multi-point displacement mismatch
elimination. The maximum deflection value of the edge line (Figure 15b) can eliminate
the displacements with incorrect lengths. Figure 17 shows the method of displacement
mismatch elimination through the rotation angle θ and deflection y.
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Figure 17. Displacement mismatch elimination method.

The maximum rotation angle of the structure is at the ends of the beam, and the
rotation angle values at the ends often differ. We selected the larger of these two rotation
angle values as the threshold. Table 4 lists the extracted rotation angle thresholds under
load conditions of 100–400 kN. Figure 18 shows the rotation angle threshold mismatch
elimination process.

Table 4. Rotation angle thresholds.

Load Level Rotation Angle Threshold (Rad)

100 kN 0.055
200 kN 0.059
300 kN 0.098
400 kN 0.110
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Special attention should be paid to checking whether the calculated multi-point dis-
placement meets the deformation coordination of the structure after the feature point
displacement mismatch is eliminated. If the multi-point displacement monitoring results of
the structure show regularity, the monitoring results can be considered accurate. Suppose
the monitoring result shows a sudden change in the displacement’s rotation angle in some
areas and suddenly disappears. In that case, it is necessary to relax the rotation angle
threshold to avoid the displacement rotation angle being greater than the rotation angle
threshold due to some special conditions, such as structural damage leading to sudden
changes in the rotation angle of displacement.

4.3. Elimination Results of the Beam’s Multi-Point Displacement Mismatches

Figure 19 shows the mismatch elimination processing results for the beam’s multi-
point displacement.
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It can be observed from Figure 19 that most of the mismatches were eliminated on the
basis of the extracted beam’s deflection. All displacement lines were distributed in parallel
after eliminating the mismatches, consistent with the structural deformation law. Therefore,
the proposed method can effectively eliminate the multi-point displacement mismatches.

Figure 20 shows the beam’s multi-point displacement calculation results under each
load condition obtained under the afore-mentioned method.
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Figure 20 shows that the structural multi-point displacement synchronous monitoring
method greatly enhances the monitoring data. The monitoring results are similar to the
structural full-field displacement monitoring results.

5. Validation of the Monitoring Results

We used a Leica P50 Scan-Station to validate the monitoring results. The scanning
accuracy is set to the highest, the scanning resolution is 0.3 mm/10 m, the target acquisition
accuracy is 0.5 mm/50 m, and the noise accuracy is 0.2 mm/10 m. We obtained a three-
dimensional model of the beam through three-dimensional laser scanning, as shown in
Figure 21, and further obtained the deformation chromatograms of the beam model under
various load conditions, as shown in Figure 22.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 18 of 21 
 

Figure 20 shows that the structural multi-point displacement synchronous monitor-
ing method greatly enhances the monitoring data. The monitoring results are similar to 
the structural full-field displacement monitoring results. 

5. Validation of the Monitoring Results 
We used a Leica P50 Scan-Station to validate the monitoring results. The scanning 

accuracy is set to the highest, the scanning resolution is 0.3 mm/10 m, the target acquisition 
accuracy is 0.5 mm/50 m, and the noise accuracy is 0.2 mm/10 m. We obtained a three-
dimensional model of the beam through three-dimensional laser scanning, as shown in 
Figure 21, and further obtained the deformation chromatograms of the beam model under 
various load conditions, as shown in Figure 22. 

 

 

Figure 21. Three-dimensional laser-scanned model of the beam. 

 
(a) 

 

(b) 

 

(c) 

Figure 21. Three-dimensional laser-scanned model of the beam.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 18 of 21 
 

Figure 20 shows that the structural multi-point displacement synchronous monitor-
ing method greatly enhances the monitoring data. The monitoring results are similar to 
the structural full-field displacement monitoring results. 

5. Validation of the Monitoring Results 
We used a Leica P50 Scan-Station to validate the monitoring results. The scanning 

accuracy is set to the highest, the scanning resolution is 0.3 mm/10 m, the target acquisition 
accuracy is 0.5 mm/50 m, and the noise accuracy is 0.2 mm/10 m. We obtained a three-
dimensional model of the beam through three-dimensional laser scanning, as shown in 
Figure 21, and further obtained the deformation chromatograms of the beam model under 
various load conditions, as shown in Figure 22. 

 

 

Figure 21. Three-dimensional laser-scanned model of the beam. 

 
(a) 

 

(b) 

 

(c) 

Appl. Sci. 2023, 13, x FOR PEER REVIEW 19 of 21 
 

 

(d) 

Figure 22. Deformation chromatograms of the beam under various load conditions. (a) Beam’s de-
formation chromatography (100 kN). (b) Beam’s deformation chromatography (200 kN). (c) Beam’s 
deformation chromatography (300 kN). (d) Beam’s deformation chromatography (400 kN). 

Using the pasted code marks on the beam, as previously shown in Figure 8a, we 
compared the displacement of the code marks’ positions in Figure 22 with those in Figure 
20. The results are shown in Table 5, using a load condition of 400 kN as an example. 

Table 5. Validation of multi-point displacement synchronous monitoring results. 

Load Code Mark No. Validation Value (mm) Calculated Value 
(mm) 

Error (%) 

400 kN 

1 1.00 1.03 3.26% 
2 4.96 4.75 4.29% 
3 7.82 8.29 5.95% 
4 9.52 9.84 3.35% 
5 10.89 11.23 3.05% 
6 11.92 11.13 6.60% 
7 12.14 12.32 1.42% 
8 12.60 13.11 4.12% 
9 12.26 12.57 2.49% 

10 11.89 12.22 2.80% 
11 11.11 11.38 2.51% 
12 8.83 9.28 5.12% 
13 6.18 6.52 5.38% 
14 3.67 3.99 8.70% 
15 0.92 0.95 3.52% 
16 0.96 0.91 4.97% 
17 5.00 4.68 6.38% 
18 7.95 8.26 3.85% 
19 9.32 9.74 4.42% 
20 10.96 11.19 2.06% 
21 11.90 11.60 2.57% 
22 12.29 12.78 4.00% 
23 12.40 12.85 3.65% 
24 12.53 12.15 2.99% 
25 12.50 12.07 3.48% 
26 11.12 11.65 4.81% 
27 8.31 8.82 6.08% 
28 6.00 5.50  8.31% 
29 3.82 3.92 2.70% 
30 0.81 0.84 3.54% 

It can be observed from Table 5 that the displacement errors of the coded marks’ po-
sitions were within 9%, indicating that the calculated multi-point displacement can accu-
rately reflect the structural displacement. 

Figure 22. Deformation chromatograms of the beam under various load conditions. (a) Beam’s
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Using the pasted code marks on the beam, as previously shown in Figure 8a, we
compared the displacement of the code marks’ positions in Figure 22 with those in Figure 20.
The results are shown in Table 5, using a load condition of 400 kN as an example.

Table 5. Validation of multi-point displacement synchronous monitoring results.

Load Code Mark No. Validation Value
(mm)

Calculated Value
(mm) Error (%)

400 kN

1 1.00 1.03 3.26%
2 4.96 4.75 4.29%
3 7.82 8.29 5.95%
4 9.52 9.84 3.35%
5 10.89 11.23 3.05%
6 11.92 11.13 6.60%
7 12.14 12.32 1.42%
8 12.60 13.11 4.12%
9 12.26 12.57 2.49%

10 11.89 12.22 2.80%
11 11.11 11.38 2.51%
12 8.83 9.28 5.12%
13 6.18 6.52 5.38%
14 3.67 3.99 8.70%
15 0.92 0.95 3.52%
16 0.96 0.91 4.97%
17 5.00 4.68 6.38%
18 7.95 8.26 3.85%
19 9.32 9.74 4.42%
20 10.96 11.19 2.06%
21 11.90 11.60 2.57%
22 12.29 12.78 4.00%
23 12.40 12.85 3.65%
24 12.53 12.15 2.99%
25 12.50 12.07 3.48%
26 11.12 11.65 4.81%
27 8.31 8.82 6.08%
28 6.00 5.50 8.31%
29 3.82 3.92 2.70%
30 0.81 0.84 3.54%

It can be observed from Table 5 that the displacement errors of the coded marks’
positions were within 9%, indicating that the calculated multi-point displacement can
accurately reflect the structural displacement.

6. Conclusions

The structural health monitoring of bridges can be carried out to obtain data only at
the local measuring points, and these incomplete measuring data lead to difficulties in
evaluating the structural safety state. We proposed a structural multi-point synchronous
monitoring method to solve this problem. The conclusions are as follows:

1. The Scale-invariant Feature Transform (SIFT) algorithm can extract the structural fea-
ture points. These feature points can be used as measurement points for displacement
monitoring. By establishing an image coordinate system, the displacement of feature
points before and after deformation can be calculated.

2. A 7 m long test beam was made in the laboratory. By drawing calibration lines on
the vertical members of the test beam, the monitoring resolution of the image can be
calculated. The monitoring resolution of the test beam image in this paper is 0.18 mm.

3. The structural surface’s weak or repeated natural texture features can lead to the
mismatches of some displacements. Hence, a displacement mismatch elimination
method was proposed. This method uses the extracted deflection curve to constrain
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the displacement’s length and rotation angle. Hence, we achieved structural multi-
point displacement mismatch elimination.

4. We validated the test results using a three-dimensional laser scanning method. The
maximum error of the monitoring results was 8.70%, and the average error was 4.21%.
The monitoring results are consistent with the actual structural deformation.

5. This method can expand the monitoring data. The monitoring results are similar
to those of the structural full-field displacement monitoring and are expected to
fundamentally solve the bridge safety evaluation problem of incomplete test data.

6. This study yielded good monitoring results in the laboratory. However, the test
beam’s image in the laboratory exhibits obvious noise, leading to the structural edge’s
line shape undulation. The bridge environment is more complex than that of the
laboratory, and the image noise is obvious. Therefore, the noise interference problem
in the application of this method to practical actual bridges should be researched in
future studies. It is recommended to use higher pixel hardware devices and more
accurate feature point extraction algorithms in future studies to reduce the impact
of noise.

7. The multi-point displacement synchronous monitoring method of structures can be
combined with structural damage identification. Compared to traditional single-
point monitoring, multi-point displacement monitoring of structures can obtain more
comprehensive monitoring data, and rotation angle information can be obtained
through structural multi-point displacement. Whether the rotation angle can be used
as a damage identification index combined with multi-point displacement monitoring
methods still needs further research.
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