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Abstract: Accurate and automatic segmentation of medical images is in increasing demand for
assisting disease diagnosis and surgical planning. Although Convolutional Neural Networks (CNNs)
have shown great promise in medical image segmentation, they prefer to learn texture features
over shape information. Moreover, recent studies have shown the promise that learning the data
in a meaningful order can make the network perform better. Inspired by these points, we aimed
to propose a two-stage medical image segmentation framework based on contour-aware CNN and
voting strategy, which could consider the contour information and a meaningful learning order. In
the first stage, we introduced a plug-and-play contour enhancement module that could be integrated
into the encoder–decoder architecture to assist the model in learning boundary representations. In
the second stage, we employed a voting strategy to update the model using easy samples in order to
further increase the performance of our model. We conducted studies of the two publicly available
CHAOS (MR) and hippocampus MRI datasets. The experimental results show that, when compared
to the recent and popular existing models, the proposed framework can boost overall segmentation
accuracy and achieve compelling performance, with dice coefficients of 91.2 ± 2.6% for the CHAOS
dataset and 88.2 ± 0.4% for the hippocampus dataset.

Keywords: MRI; two-stage CNN framework; contour-aware; voting strategy

1. Introduction

Segmentation of anatomical structures in medical images is one of the most important
topics in medical image analysis for assisting the diagnosis of anomalies, monitoring
disease progression, and planning surgery. Manual segmentation is laborious, subjective,
and time-consuming. With the advent of deep learning [1–3], automated segmentation
algorithms have become increasingly reliable and potentially applicable for practical use,
among which convolutional neural networks (CNNs) have shown enormous potential in
open-data challenges in various segmentation tasks involving the liver [4–6], kidney [4,7],
tumors [8], and bone segmentation [9].

Since 2012, many classification and segmentation CNNs have been proposed, includ-
ing AlexNet [10], Google-Net [11], and the Deeplab series network [12–14]. Specialized
deep learning algorithms have also been proposed for medical image segmentation. For
example, a U-shaped model was proposed in [15] by combining a contracting path and
expanding path, allowing the use of global location and context and enabling higher
performance for segmentation tasks. Many encoder–decoder CNNs based on the same
concepts have since been invented, including V-Net [16], Res-UNet [17], Dense-UNet [18],
R2U-Net [19], Attention U-Net [20], and nnU-Net [21].
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Considering human intelligence, humans prefer to classify new items, usually con-
sidering some object properties such as texture, color, and shape information [22–24].
CNNs are also capable of learning complicated representations of objects, including the
features mentioned above [22–24]. Many researchers have proposed that CNNs can learn
sophisticated information about the shape associated with each class [25], and the shape
information of objects is more significant to CNNs than color [23,24]. It was reported in [22]
that CNNs are more likely to recognize texture features than shape information and high-
light the performance and robustness benefits of shape-based representations. Since CNNs
have learning biases, it is necessary to consider the shape information when designing
networks. Various research efforts have been dedicated to edge prediction and contour
representation enhancement. A deep contour-aware network for gland segmentation was
proposed to extract multi-level contextual features as explored with an auxiliary super-
vision [26]. A multi-label learning framework without deep supervision was introduced
to improve the boundary identification [27]. In addition, the Thinned Edge Alignment
approach was introduced, which included a basic contour thinning layer and a novel loss
to generate thinner and more exact edges [28]. A two-stream CNN architecture consisting
of a conventional and shaped stream was also established, with innovative gates connect-
ing intermediate layers between these two streams [29]. An edge guidance module was
integrated to learn edge-attention representations in the early encoding layers to guide the
segmentation [30]. Several Edge-Gated blocks were cascaded and integrated with CNNs
that accentuated and untangled texture and edge representations during the training [31].
A weighted self-information map was used to highlight the shape information of prediction
maps in the shape-entropy-aware adversarial learning framework [6].

In human education, there is a curriculum plan to learn courses in a meaningful
order, which means people always master basic knowledge before moving on to advanced
courses [32]. Many researchers have pondered if this learning strategy could promote
machine learning. Curriculum learning (CL) [32–34] imitated the human learning strategy
to train the model with samples from easy to hard. More specifically, in contrast to the
standard training process, which is usually a random data shuffle, CL initially trains the
model with easier subsets of data and then gradually adds harder data into the subset,
up to the entire dataset. CL has shown that it can avoid bad local minima and improve
model performance and generalization in a variety of tasks, such as classification [35–37],
detection [38], and medical image segmentation [39–41]. The core of most CL strategies
is scheduling the training samples. Ranking functions were designed to improve the
performance of the femur fracture classification using prior clinical knowledge and the
uncertainty scores of model predictions [35]. An attention-guided curriculum learning
framework [36] grouped the data using the radiologist-assessed disease severity and fed
those subsets into the CNN in a severe to mild order. In this task, it was easier for a CNN
to learn severe samples, which have obvious symptoms, while moderate and mild samples
without obvious symptoms were more likely to be ambiguous for a CNN. Furthermore,
high-confidence samples and heatmaps were utilized to guide model learning in the next
iteration. Uncertainty could also be used to measure the difficulty of the samples. In [37],
the small loss samples were deemed clean samples and first fed into the network for
learning as simple samples. The authors proposed an online uncertainty sample mining
strategy to solve the noisy labels in the skin lesion classification task, which selected the
high uncertainty samples and stopped these data from updating the model. A cardiac MR
motion artifact detection framework [38] employed a data augmentation based on k-space
artifact creation and an easy-to-hard batching strategy based on increasing synthetic artifact
severity. A CASED framework [40] proposed an adaptive sampling strategy that favors the
predicted false samples for the current model. A sample selection stage [41] was proposed
to filter the clean samples by measuring the uncertainty of model predictions.

Medical images mainly have texture and shape features, and a meaningful learning
order can be beneficial to improve the performance of networks. Considering those contexts,
we aimed to study whether the shape features and a meaningful learning order could
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improve the performance of models for the automatic segmentation of medical images.
During the inference, we only need to feed the images into three networks and then
average their predictions, so it is convenient to implement this strategy. In this study, our
contributions are summarized as follows:

1. We proposed a novel two-stage framework for medical image segmentation.
2. We developed the contour-aware CNN and employed the voting strategy in our joint

optimization framework.
3. We validated our framework using two public datasets, abdomen MRI (CHAOS

Challenge) and hippocampus MRI (the Medical Segmentation Decathlon), and could
achieve comparable performance compared with other related methods.

2. Method

The proposed approach is described in this section. We presented a contour-aware
network and employed a voting strategy during training inspired by [29,31,41]. Figure 1
depicts the pipeline of our two-stage framework. First, we built a contour-aware network
by inserting contour enhancement modules into the encoder–decoder backbone CNN and
supervising it with an auxiliary loss to learn shape information, as shown in Figure 1a.
Secondly, we trained three contour-aware CNNs at the same time iteratively, and each
target network could learn high-confidence samples in each mini-batch as chosen by a
voting committee made up of its peer two networks, as seen in Figure 1c.
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Figure 1. Illustration of two-stage segmentation framework. (a) Architecture of our contour-aware
CNN in the first stage. (b) Detailed structure of the contour enhancement module. (c) Stage of voting
strategy, where the voting committee filters the samples for the target network.

2.1. Backbone Network

Due to the outstanding performance of encoder–decoder network architecture in med-
ical image segmentation, we adopted the nnU-Net and Segnet [42] as backbone networks
in our framework. The detailed network configurations for the two datasets in our paper
are shown in Tables 1 and 2. Because the nnU-Net can automatically configure its network
architecture to adapt to different datasets, the nn-UNet has seven resolution stages for
the CHAOS dataset and four resolution stages for the hippocampus dataset. There are
two convolution blocks for each resolution stage in the encoder and decoder. Each block
contains a convolution layer followed by an instance normalization and Leaky nonlinearity.
Strided convolutions are utilized to downsample the features in the contracting path. The
upsampling uses transposed convolutions to enlarge the feature maps in the expanding
path. In our experiment, the Segnet has five resolution stages for the CHAOS dataset and
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four resolution stages for the hippocampus dataset. In the first two resolution stages, each
resolution stage contains two convolution blocks for both the encoder and decoder, with
each block containing a convolution layer followed by a batch normalization and a ReLU
layer. The encoder and decoder each have three convolution blocks for other resolution
stages. Max-pooling is used for downsampling to achieve translation invariance. The de-
coder uses the max-pooling indices to upsample the feature maps from the corresponding
resolution encoder. The difference between the nnU-Net and Segnet is that the nnU-Net
use the entire feature maps to concatenate them with the related decoder feature maps. At
the same time, Segnet passes the pooling indices to the corresponding decoder.

Table 1. The configurations of nnU-Net encoder and decoder layer in our experiments on CHAOS
and hippocampus datasets.

Dataset
Encoder/Decoder

Resolution Stage Number of Feature Maps

CHAOS

3 × 3 conv blocks 1 32
3 × 3 conv blocks 2 64
3 × 3 conv blocks 3 128
3 × 3 conv blocks 4 256
3 × 3 conv blocks 5 480
3 × 3 conv blocks 6 480
3 × 3 conv blocks 7 960

Strided Convolution
Transposed Convolution

Hippocampus

3 × 3 conv blocks 1 32
3 × 3 conv blocks 2 64
3 × 3 conv blocks 3 128
3 × 3 conv blocks 4 256

Strided Convolution
Transposed Convolution

Table 2. The configurations of Segnet encoder and decoder layers in our experiments on CHAOS and
hippocampus datasets.

Dataset
Encoder/Decoder

Resolution Stage Number of Feature Maps

CHAOS

3 × 3 conv blocks 1 64
3 × 3 conv blocks 2 128
3 × 3 conv blocks 3 256
3 × 3 conv blocks 4 512
3 × 3 conv blocks 5 512

Max pooling

Hippocampus

3 × 3 conv blocks 1 64
3 × 3 conv blocks 2 128
3 × 3 conv blocks 3 256
3 × 3 conv blocks 4 512

Max pooling

2.2. Contour-Aware CNN

We present the architecture of our contour-aware CNN in this stage as inspired
by [29,31]. We employed the encoder and decoder CNNs as the backbone networks, as
shown in Figure 1a, and we inserted contour enhancement modules to interconnect the
encoder and decoder of intermediate layers in each resolution. We applied the bilinear
up-sampling to the output of the contour enhancement module at each resolution and then
concatenated all the feature maps. Furthermore, the contour-aware CNN is guided by a
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semantic segmentation loss, a contour loss, and a compatibility loss, all of which ensure
high quality of segmentation mask margins.

As shown in Figure 1b, the contour enhancement module can accentuate edge pre-
sentations and comprises a residual block and an attention layer. It requires two inputs
in each resolution stage, one from the decoder and fed into the residual block, and one
from the encoder and delivered into the attention layer. To minimize the computational
cost of CNN, we employ separable convolution, followed by a normalization layer and a
non-linear unit layer in the residual block. The attention layer has two inputs, and Ires,r
and Ie,r indicate the inputs from the residual block and encoder, respectively, at resolution
r. We concatenate Ires,r and Ie,r, then perform a convolution operation using a normalized
1 × 1 convolution layer Conv1×1, followed by a sigmoid function σ. The intermediate result
pixel-wise product with Ires,r is used the output of the contour enhancement module at
resolution r, which can be defined as follows:

Outr = σ(Conv1×1(Ires,r||Ie,r)) · Ires,r (1)

where operator · is a pixel-wise multiplication operator, and ‖ signifies the concatenation
of feature maps. The Outr is then upsampled using bilinear interpolation for further fusing.
The basic encoder–decoder CNN architecture typically has as many contour enhance-
ment modules as intermediate resolutions. Backpropagation could well be undertaken
end-to-end since the contour enhancement module is differentiable. In a nutshell, the
contour enhancement module may be considered as superimposing an attention map on
the intermediate representations, which can weigh the regions with critical edge semantics.

2.3. Loss Function

We propose training the contour-aware network using the following cascaded loss
function:

L = LSeg + λLcon + γLcom (2)

where LSeg denotes the standard loss function to learn the semantics representations of
the contour-aware network, Lcon is used to supervise the boundary information of the
contour module, Lcom is used to correctly align the predicted semantic segmentation with
the ground-truth semantic boundaries, and λ and γ are hyper-parameters.

We defined our input training dataset as S = {(Xn, Yn, Zn), n = 1, . . . , N }, where sam-
ple Xn =

{
xn

j , j = 1, . . . , |Xn|
}

represents the raw input images, Yn =
{

yn
j , j = 1, . . . , |Yn|

}
,

yn
j ∈ {0, . . . , C} represents the corresponding ground truth for image Xn, and C is the

segmentation class. Zn =
{

Zn
j , j = 1, . . . , |Zn|

}
, Zn

j ∈ {0, 1} denotes the binary contour
map generated by ground truth mask Yn. In the following formula, we omit n for ease of
expression. To learn the semantic representations, we use cross entropy (CE) loss, which is
calculated as follows:

LSeg(Y, Ps) = −
C

∑
i=1

yC
true,j log PC

s,j (3)

where PC
s,j is the semantic prediction of the contour-aware network at each pixel j. We

supervise shape information holistically using a class-balanced cross-entropy loss [43] to
counteract the imbalance between edge and non-edge, which may be characterized as
follows:

Lcon = −β ∑
j∈Z+

log Pb(zpred,j = 1|x; W)− (1− β) ∑
j∈Z−

log Pb(zpred,j = 0|x; W) (4)

where Z− and Z+ are the edge and non-edge ground truth label sets. Z is ground truth
binary edge map for raw training image X. β = |Z−|/|Z| and 1− β = |Z+|/|Z| denote the
ratio of edge pixels to all pixels and the ratio of non-edge pixels to all pixels, respectively.
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W represents the parameters of the network, and Pb

(
zpred,j

)
represents the probability of

the predicted binary contour map of outlines of targets at pixel j.
We use the compatibility loss function inspired by [29,31] to induce semantic segmen-

tation to align with the ground-truth boundaries map, which could also be described as
follows:

Lcom = ∑
j∈Z−

(
‖∇
(

argmax
(

Pc
s,j

))
‖ − ‖∇ytrue,j‖

)
(5)

We take the spatial derivative∇ to convert the semantic prediction into contour predic-
tions. Because argmax is not differentiable, we substitute the Gumbel SoftMax trick [44].

2.4. Voting Strategy

The difficult level of samples can be measured by uncertainty, and minimizing the
loss function is the goal of supervised segmentation, which means the predictions are
close to the ground truth. As depicted in Figure 1c, we employed a voting strategy in
our framework to pick up the high-confidence images as inspired by [41]. In this paper,
we deemed high-confidence samples as easy samples in each mini-batch and used these
samples to update the target network weights. Due to the random data shuffling in the
training process, the model can select different samples in each iteration. We simultaneously
initialized three of our contour-aware networks with identical architecture. Each network
will be the target to learn the easy samples selected by their respective voting committees.
For each target network, it has its voting committee composed of its peer two networks. In
this case, the information is shared with the committee, which can result in convergence at a
robust minimum. Note that, due to the three networks initialized with different conditions,
they could learn different representations from the same samples; thus, the three networks
will not produce the same predictions in each mini-batch of data.

In our work, we measured the agreement by computing the difference in loss values
between the two networks in the committee, and for those samples with small loss differ-
ences, we deemed them to be high-confidence samples. We filtered out the high-confidence
samples by choosing those showing agreed predictions of the two networks in the voting
committee. The lower difference value means the predictions of the voting committee for
this sample are more consistent, which also means the high confidence sample is more
likely to obtain similar predictions from the voting committee. For the target network, its
voting committee measures the agreement of samples according to the following equation:

µ = argmin
(

LSeg
(
Yj, fv1

(
Pj, W

))
− LSeg

(
Yj, fv2

(
Pj, W

)))
(6)

where µ denotes the agreement degree of the voting committee for each sample, LSeg
denotes cross entropy loss of semantic segmentation, and Yj, fv1, fv2 denote the semantic
ground truth and the semantic predictions of voting committee networks.

In this manner, we selected a certain proportion of the samples for the target network
as usable samples and discarded the remaining samples in each mini-batch. The target
network will only update its parameters by learning those useful samples. We describe the
optimization details in Algorithm 1.
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Algorithm 1: Voting strategy

Input: Training set Xn, Label set Yn
Initialize: Initialize W1, W2, and W3
t = 0
Repeat:
t = t + 1
Random samples from Xn
Compute the semantic predictions P1, P2, and P3

1. Compute the loss function LSeg1, LSeg2, and LSeg3
Select the samples for each target network using Equation (6)

2. Compute the loss function LSeg1, LSeg2 and LSeg3 using the selected sample cases
3. Compute the stochastic gradient and update W1, W2, and W3

Until: convergence

3. Experiment
3.1. Dataset

CHAOS: CHAOS [4] provides MR data from healthy subjects for abdominal organ
segmentation. There is a dataset of 20 patients with T1-DUAL in phase, opposite of
phase, and T2-SPIR collected from the Department of Radiology, Dokuz Eylul University
Hospital, Izmir, Turkey, and acquired on a 1.5 T Philips MRI. We included all 1594 slices
with a resolution of 256 × 256. CHAOS data can be accessed with its DOI number via the
zenodo.org webpage under CC-BY-SA 4.0 license. Further details and explanations are
available on the CHAOS website (https://chaos.grand-challenge.org/Data/, accessed on
8 February 2021). Annotations include the liver, left kidney, right kidney, and spleen.

Hippocampus: The Medical Segmentation Decathlon [45,46] provided a 260 Hip-
pocampus MR dataset gathered with a Philips Achieva scanner and acquired using a 3D
T1-weighted MPRAGE sequence from Vanderbilt University Medical Center (Nashville,
TN, USA). All data were made available online under Creative Commons license CC-BY-SA
4.0 and could be downloaded from the website (http://medicaldecathlon.com/, accessed
on 8 February 2021). Annotations include the hippocampus anterior and posterior.

3.2. Evaluation Metrics

We use the dice similarity coefficient (DSC), mean intersection over union (mIoU), and
95 percentile Hausdorff distance (HD) to access segmentation accuracy. These metrics are
used to measure the agreement between the predicted segmentation and the ground truth,
which is described as follows:

DSC =
2TP

2TP + FP + FN
× 100% (7)

mIoU =
TP

TP + FP + FN
× 100% (8)

HD(X, Y) = max(hd(S, G), hd(G, S)) (9)

where TP, FP, and FN represent the number of true positive, false positive, and false negative
pixels; S denotes the set of voxels in the segmentation result; G denotes the set of voxels
in the ground truth; hd(S, G) and hd(G, S) are the one-sided HD from S to G and G to S,
respectively.

3.3. Implementation Details

First, we crop the training data to their non-zero region. After the cropping, each
patient scan is subjected to z-score normalization based on the mean and standard devia-
tion of the intensities. We adopt data augmentation including random rotations, scaling,
Gaussian blur, brightness, contrast, and mirroring. The five-fold cross-validation method is
used to verify the robustness of the model while avoiding selection bias.

https://chaos.grand-challenge.org/Data/
http://medicaldecathlon.com/
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We implemented all models in Pytorch (Torch 1.7.1, torchvision 0.8.2, Meta Platforms,
Menlo Park, CA, USA) and trained models on NVIDIA Tesla A100 40 GB GPUs (Nvidia,
St. Clara, CA, USA) and NVIDIA Tesla V100 32 GB GPUs. We slightly modified our
contour enhancement modules to adopt them on the different backbone networks. For
Segnet, we used batchnorm and a rectified linear unit (ReLU) in each contour enhancement
module. For nn-UNet, we adopted instance normalization and leakyReLU in each contour
enhancement module. We used the grid search method to choose the suitable parameters
λ = 20 and γ = 1 in Equation (2). We used a batch size of 8, 1000 epochs, the Stochastic
gradient descent optimization algorithm with Nesterov momentum (µ = 0.99), and the
initial learning rate (α0 = 0.01), decreasing according to poly learning rate policy:

α = α0 × (1− epoch/epochmax)
0.9 (10)

4. Results

In this part, we evaluate the segmentation performance of our framework on abdom-
inal MR and hippocampal MR images. As described in Section 2, we established our
framework by embedding a plug-and-play contour enhancement module into CNNs and
training with a voting strategy.

CHAOS(MR): The CHAOS challenge aims to segment the abdominal organs accurately.
Table 3 shows the ablation study results of our proposed framework for the metrics of DSC,
mIoU, and HD for the dataset of CHAOS. We conducted two experiments in which we trained
Segnet and nn-Unet (2d) as our baselines. We ebbed the contour enhancement modules in
these two backbone networks to conduct our contour-aware networks (CN) in the first step
and applied the stage of joint optimization using voting strategy (VS). It is distinct that our
framework could achieve fairly good results for conducting different backbone networks
and improve the accuracy of segmentation in each stage progressively. For the experiments
conducted based on Segnet, the results of contour-aware networks can achieve 2.2% and
2.9% improvements and 3.1 mm reduction on DSC, mIoU, and HD, respectively, and the
voting strategy can further improve slightly the average DSC and mIoU to 90.4 ± 3.0% and
83.7 ± 3.9% and can slightly reduce the average HD to 13.9 ± 8.4 mm. The results of our
framework based on nnU-Net have a similar increasing tendency in each stage and can
achieve 1.8% and 2.6% improvements and 5.8 mm reduction, compared to baseline, reaching
91.2 ± 2.6%, 84.8 ± 3.5%, and 12.6 ± 10.8 mm in DSC, mIoU, and HD, respectively. The
qualitative results of our method on the CHAOS dataset are displayed in Figure 2.

Table 3. Ablation study results of our proposed framework for the CHAOS(MRI) dataset in terms of
DSC (%), mIoU (%), and HD (mm).

Methods
Liver Right Kidney Left Kidney Spleen Average

DSC mIoU HD DSC mIoU HD DSC mIoU HD DSC mIoU HD DSC mIoU HD

Segnet 91.5
± 4.5

85.8
± 6.2

21.6
± 28.7

87.5
± 6.3

79.7
± 7.6

17.7
± 18.2

88.7
± 4.8

80.7
± 7.1

20.6
± 20.0

84.0
± 9.1

75.1
± 11.3

20.1
± 15.8

87.9
± 5.4

80.3
± 7.2

20.0
± 20.4

CN 93.1
± 3.1

88.3
± 3.4

10.6
± 7.9

90.0
± 3.0

82.6
± 4.3

18.9
± 21.0

89.7
± 5.0

82.4
± 7.3

19.3
± 13.2

87.5
± 5.1

79.5
± 6.3

18.8
± 12.7

90.1
± 2.8

83.2
± 4.0

16.9
± 10.7

CN+VS 92.9
± 3.4

88.1
± 3.9

10.9
± 8.1

91.0
± 2.2

84.2
± 3.2

13.4
± 10.1

90.9
± 3.1

83.9
± 4.8

12.6
± 9.6

86.6
± 5.8

78.7
± 6.7

18.6
± 13.2

90.4
± 3.0

83.7
± 3.9

13.9
± 8.4

nnUNet
[21]

91.3
± 4.8

85.7
± 6.7

20.9
± 29.0

89.9
± 5.2

82.6
± 7.2

16.8
± 18.6

89.3
± 5.6

81.6
± 8.1

17.2
± 21.5

87.2
± 5.6

78.9
± 6.9

18.8
± 16.0

89.4
± 4.4

82.2
± 6.3

18.4
± 21.1

CN 92.0
± 4.0

86.7
± 5.2

20.1
± 25.2

91.6
± 2.4

84.8
± 3.7

9.1
± 5.7

91.3
± 2.6

84.3
± 4.0

13.9
± 13.0

87.5
± 5.1

79.3
± 5.9

14.2
± 7.1

90.6
± 2.9

83.8
± 4.0

14.3
± 12.2

CN+VS 92.4
± 3.8

87.3
± 4.8

18.8
± 22.8

92.3
± 2.0

85.9
± 3.3

7.7
± 5.2

91.6
± 2.8

85.0
± 4.4

11.6
± 12.3

88.4
± 4.7

80.8
± 5.4

12.3
± 6.2

91.2
± 2.6

84.8
± 3.5

12.6
± 10.8

Data are presented as mean ± standard deviation.
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Figure 2. Qualitative comparison of segmentation results of our framework on the CHAOS dataset:
(a) ground truth, (b,c) results of Segnet and nn-Unet, and (d,e) results of our method implemented on
Segnet and nnUNet. The red region represents the liver, the blue region represents the right kidney,
the cyan represents the left kidney, and the yellow represents the spleen. The white line denotes the
boundary of the ground truth.

We presented a comparison of our proposed method with related works on the
CHAOS(MRI) dataset. We compared with recurrent U-Net variant BI0-Net [47] and Neural
Architecture Search (NAS) networks including Auto-DeepLab [48], NAS-UNet [49], MS-
NAS [50], and BiX-NAS [51]. Table 4 summarizes the comparison, providing the metrics of
DSC and mIoU for the abdominal organs. Our proposed framework could achieve the best
performance among all methods in DSC and mIoU.

Table 4. Quantitative evaluation of different networks for the CHAOS(MRI) dataset in terms of DSC
(%) and mIoU (%).

Methods
Liver Right Kidney Left Kidney Spleen Average

DSC mIoU DSC mIoU DSC mIoU DSC mIoU DSC mIoU

Auto-DL [50] 93.5 87.9 85.1 75.6 84.2 73.1 87.3 78.2 87.5 78.7
NAS-UNet [50] 93.7 88.3 87.5 77.6 85.4 74.0 89.3 80.2 89.0 80.0
MS-NAS [50] 94.1 88.9 88.4 79.3 88.5 79.4 90.0 82.9 90.3 82.6
BIO-Net [51] 91.7 85.8 87.2 78.2 85.1 75.7 82.8 73.2 86.7 78.2
BiX-NAS [51] 89.8 82.6 82.1 71.0 82.7 71.9 76.5 66.0 82.8 72.9

Ours 92.4 87.3 92.3 85.9 91.6 85.0 88.4 80.8 91.2 84.8

Hippocampus: We further evaluated our framework by segmenting the hippocampus,
which has two sub-regions, anterior and posterior. Similar to the ablation study for the
CHAOS(MRI) dataset, we trained the same baseline networks and implemented our frame-
work on them. Table 5 indicates the ablation study results of our framework on DSC, mIoU,
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and HD for the hippocampus dataset. For the experiments based on Segnet, our framework
could reach 88.0 ± 0.3%, 78.8 ± 0.5%, and 1.4 ± 0.1 mm on metrics of DSC, mIoU, and HD,
respectively. Concerning the experiments based on nn-Unet, our method could achieve 1.3%
improvements from 86.9± 0.5% to 88.2± 0.4% on DSC and achieve 1.9% improvements from
77.1± 0.7% to 79.1± 0.6 % on mIoU, reaching 1.4± 0.0 mm on HD. The qualitative results of
our method on the hippocampus dataset are displayed in Figure 3.

Table 5. Ablation study results of our proposed framework for the hippocampus dataset in terms of
DSC (%), mIoU (%), and HD (mm).

Methods
Anterior Posterior Average

DSC mIoU HD DSC mIoU HD DSC(%) mIoU HD

Segnet 88.4 ± 0.4 79.4 ± 0.6 1.3 ± 0.0 86.6 ± 0.5 76.7 ± 0.6 1.5 ± 0.1 87.5 ± 0.4 78.1 ± 0.5 1.4 ± 0.1
CN 88.6 ± 0.3 79.7 ± 0.5 1.3 ± 0.0 87.2 ± 0.2 77.4 ± 0.3 1.4 ± 0.0 87.9 ± 0.2 78.6 ± 0.4 1.4 ± 0.0

CN+VS 88.8 ± 0.4 80.1 ± 0.6 1.3 ± 0.0 87.2 ± 0.3 77.6 ± 0.5 1.4 ± 0.1 88.0 ± 0.3 78.8 ± 0.5 1.4 ± 0.1

nnUNet [21] 87.9 ± 0.4 78.6 ± 0.7 1.4 ± 0.1 86.0 ± 0.6 75.7 ± 0.8 1.5 ± 0.1 86.9 ± 0.5 77.1 ± 0.7 1.5 ± 0.1
CN 88.8 ± 0.3 80.0 ± 0.5 1.3 ± 0.0 87.2 ± 0.3 77.5 ± 0.4 1.4 ± 0.1 88.0 ± 0.2 78.8 ± 0.4 1.4 ± 0.0

CN+VS 89.0 ± 0.4 80.4 ± 0.6 1.3 ± 0.0 87.3 ± 0.5 77.7 ± 0.6 1.4 ± 0.1 88.2 ± 0.4 79.1 ± 0.6 1.4 ± 0.0

Data are presented as mean ± standard deviation.
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We compared our method with previous works on the hippocampus dataset. We 
compared our method with EMONAS-Net [52], C2FNAS [53], VFN [54], residual DSM [55], 
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hippocampus dataset in terms of DSC. The performance of our proposed framework ranks 
third among these methods. The EMONAS-Net and distill DSM could achieve 88.3% and 
88.8% in DSC, which is slightly higher than ours. 

Figure 3. Qualitative comparison of segmentation results of our framework on hippocampus dataset.
Column (a) is the ground truth, the first row of column (b) is the result of Segnet, and the second
row of column (b) is the result of nn-Unet. The first row of column (c) and the second row of column
(c) are the results of our method implemented on Segnet and nnUNet. The red and green regions
represent the anterior and posterior of the hippocampus, respectively.

We compared our method with previous works on the hippocampus dataset. We
compared our method with EMONAS-Net [52], C2FNAS [53], VFN [54], residual DSM [55],
and distill DSM [56]. Table 6 summarizes the comparison of previous methods on the
hippocampus dataset in terms of DSC. The performance of our proposed framework ranks
third among these methods. The EMONAS-Net and distill DSM could achieve 88.3% and
88.8% in DSC, which is slightly higher than ours.
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Table 6. Quantitative evaluation of different networks for the hippocampus dataset in terms of DSC
(%).

Methods
DSC

Anterior Posterior Average

VFN [56] 89.2 86.6 87.9
Residual DSM [56] 89.0 86.5 87.8

C2FNAS [52] 83.1 83.0 83.1
EMONAS-Net [52] 89.1 87.5 88.3

Distill DSM [56] 89.6 87.9 88.8
Ours 89.0 87.3 88.2

5. Discussion

Our framework could achieve high DSC and mIoU on both CHAOS and the hippocam-
pus dataset. There are two key components in our framework. We aim to encourage our
model to focus more on the boundary representations and further improve the performance
networks by learning high-confidence samples. To validate our framework, we chose
two backbone networks to conduct our framework and evaluate our models using two
different datasets in our experiments. As shown in Tables 3 and 5, our framework has a
similar upward trend in performance, whether on different datasets or different backbones.
For both datasets, compared with the baseline, our contour-aware CNNs can improve
the performance overall, and the segmentation accuracy is further improved through the
joint optimization stage with the voting strategy. It can be seen that the segmentation
performance was improved by a relatively large amount after we embedded the contour
enhancement modules into the backbone networks. Although the performance only in-
creased slightly after we employed the voting strategy, the same upward trend exists in
different evaluation matrices and backbone networks.

It is worth mentioning that the performance improvement of the framework on the
CHAOS dataset is higher than that on the hippocampus dataset. The explanation for this
might be that the two datasets have distinct properties. In Figure 2, the results of the baseline
always segment incomplete organs or incorrectly segment non-organ parts. In addition,
the results of our model can largely compensate for incomplete segmentation of the kidney
and liver and decrease the false positive predictions of the liver. In Figure 3, the results
show that our model is better able to detect the hippocampus than the baseline network.
As abdominal organs in CHAOS have distinct margins, our method can learn the shape
information well to fulfill the segmentation more completely and constrain the region of
false positives. The Hippocampus is in a complex surrounding environment without distinct
boundaries, and there is also no clear boundary between the anterior and posterior. In some
cases the perception of the human eye is limited, but the machine may be able to detect it
successfully. In our study, the network may detect the organs by learning the surroundings.
In a word, the results show that our framework is useful not only for the dataset with distinct
contours but also for the dataset with complex surroundings and no clear outlines.

Tables 4 and 6 show the comparison between our proposed method implemented
on nn-UNet and other works related to the CHAOS and hippocampus dataset. The
segmentation performance of our framework ranks first on the CHAOS dataset and ranks
third on the hippocampus dataset. As a classical method, U-Net is consistently applied on
medical images and can achieve robust performance. Many researchers have developed
variants of the U-Net to achieve better performance on different medical images. We
achieved results superior to the U-Net variant [47]. Recently, many works have aimed to
design network architecture automatically because designing a specific neural network is
time-consuming and difficult. Many neural architecture search (NAS) methods have been
proposed for medical image segmentation. The performance of those models [48–51] was
similar to that of our model, but slightly lower. Because the medical images are mostly 3D
volumes in clinical diagnosis, numerous networks were designed for 3D medical image
segmentation. EMONAS-Net [52] and C2FNAS [53] are NAS frameworks for 3D medical
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images. There are also some works to bridge the gap between 2D and 3D. VFN [54] fused
the 2D segmentation results from multi-views. Residual DSM [55] and Distill DSM [56] used
2D convolution to segment by extracting information and sharing it with neighboring slices.
Although our model achieved lower scores on the hippocampus dataset than EMONAS-
Net and Distill DSM, the EMONAS-Net trained 3D CNN, which was able to incorporate
3D features. The Distill DSM needs to input a stacked slice volume into the network. Our
model was designed to train 2D CNN and segment with 2D slices, as 2D CNNs are known
to be computationally lighter and have faster inference time than 3D CNNs.

We further measured the suitable value of λ and the appropriate parameter of the
voting strategy. In Table 7, the results show that our contour-aware CNN based on nn-UNet
has the best performance when λ = 20. When the value of λ is lower or higher, it decreases
the performance of models. In Table 8, the results show that our framework based on
nn-UNet prefers to learn half of the samples in each mini-batch. Learning 25% of cases
per iteration may lead to underutilization of data and has the worst performance on both
datasets. The 75% sampling rate results are slightly lower than the 50% sampling rate
results on the CHAOS dataset, and they have the same performance on the Hippocampus
dataset. It can be shown that our voting strategy performs well on both datasets when the
experimental setting is greater than a 25% sampling rate.

Table 7. Segmentation results for different values of λ for our contour-aware CNN based on nn-UNet
for the CHAOS dataset in DSC (%).

λ DSC

λ = 0 90.4 ± 2.8
λ = 10 89.7 ± 3.9
λ = 20 90.6 ± 2.9
λ = 30 90.4 ± 3.5

Data are presented as mean ± standard deviation.

Table 8. Segmentation results for different numbers of subjects selected in our framework in DSC
(%).

Dataset 25% 50% 75%

CHAOS 90.8 ± 3.3 91.2 ± 2.6 91.0 ± 2.8
Hippocampus 87.6 ± 0.4 88.2 ± 0.4 88.2 ± 0.3

Data are presented as mean ± standard deviation.

We first developed a novel joint optimization framework consisting of contour en-
hancement modules and a voting strategy in our study, which considered the contour
features and a meaningful sample learning order. In actual clinical practice, we expect
more accurate results, and we verified that the combination of these two techniques is
effective. We demonstrated in ablation studies that each module is useful and improves
the overall performance of state-of-the-art baseline networks at each stage on two public
datasets. We assume that our framework can generalize to unseen datasets. Now that
we have validated our framework on two public datasets, we will collect more datasets
to validate our framework in the future. We expect that our work can be translated into
high-precision segmentation tasks and can be used as a reference for future segmentation
tasks that require high precision. The limitation of our framework is that the complexity is
relatively high and the mechanism of action needs further study. The voting strategy does
consume more computing resources and complicates training, but it should be adopted in
deep learning in future research when high-precision results are required and the model
size can be ignored.

6. Conclusions

In this study, we proposed a two-stage framework for medical image segmentation.
We conducted a contour-aware network and trained with a voting strategy, which could
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facilitate the shape representations and avoid bad local minima during training. We
engineered the network to pay more attention to the shape information by plugging the
contour enhancement modules and picking up easy samples for backpropagation to further
improve the performance. We conducted our experiments on the CHAOS dataset and
the hippocampus dataset to validate our framework. The results demonstrated that our
framework is effective and can achieve competitive performance compared to the previous
related work.
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