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Abstract: Internet of things (IoT) is one of the leading technologies that have been used in many
fields, such as environmental monitoring, healthcare, and smart cities. The core of IoT technologies is
sensors; sensors in IoT form an autonomous network that is able to route messages from one place to
another to the base station or the sink. Recently, due to the rapid technological development of sensors,
wireless sensor networks (WSNs) have become an important part of IoT. However, in applications
such as smart cities, WSNs with one sink might not be suitable due to the limited communication
range of sensors and the wide area to be covered. Therefore, multi-sink WSN solutions seem to be
suitable for such applications. The multi-sink WSNs are gaining popularity because they increase
network throughput, network lifetime, and energy usage. At the same time, multi-hop routing is
essential for the WSNS to collect data from sensor nodes and route it to the sink node for decision-
making. Many routing algorithms developed for multi-sink WSNs focus on being energy efficient
to extend the network lifetime, but the delay was not the main concern. However, these algorithms
are unable to deal with such applications in which the data packets have to reach sink nodes within
predefined real-time information. On the other hand, in the most existing routing schemes, the effects
of the external environmental factors such as temperature and humidity and the reliability of real-
time data delivery have largely been ignored. These issues can dramatically influence the network
performance. Therefore, this paper designs a routing algorithm that satisfies three critical conditions:
energy-efficient, real-time, environment-aware, and reliable routing. Therefore, the routing decisions
are made according to different parameters. Such parameters include environmental impact metrics,
energy balance metrics to balance the energy consumption among sensor nodes and sink nodes,
desired deadline time (required delivery time), and wireless link quality. The problem is formed
in integer linear programming (ILP) for optimal solution. The problem formulation is designed to
fully understand the problem with its major constraints by the sensor networks research community.
In addition, the optimal solution for small-scale problems could be used to measure the quality
of any given heuristic that might be used to solve the same problem. Then, the paper proposes
swarm intelligence to solve the optimization problem for large-scale multi-sink WSNs as a heuristic
algorithm. The proposed algorithm is evaluated and analyzed compared with two recent algorithms,
which are the most related to our proposal, SMRP and EERP protocols using an extensive set of
experiments. The obtained results prove the superiority of the proposed algorithm over the compared
algorithms in terms of packet delivery ratio, deadline miss ratio, average end-to-end delay, network
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lifetime, and energy imbalance factor under different aspects. In particular, the proposed algorithm
requires more computational energy compared to comparison algorithms.

Keywords: multi-sink wireless sensor networks; environment-aware routing; swarm intelligence;
reliability; energy efficient routing

1. Introduction

The wireless sensor network (WSN) contains numerous sensor nodes deployed densely
over the monitored area. Such nodes are low-cost and can communicate with each other via
wireless links to send their collected data to the sink node. However, energy conservation
is a crucial challenge in designing WSNs due to the nodes’ energy constraints. At the same
time, since the sensor nodes are usually deployed in hazardous or inaccessible areas, it
could be impossible or inconvenient to recharge their batteries. Therefore, the network
lifetime and energy saving have great scope in the research field [1,2].

Communication has been proven to be the major source of energy consumption in
WSNs [3]. Consequently, many existing routing techniques were used to attempt to find
the shortest path for data transmission to minimize energy consumption. However, the
shortest path approach did not prolong the network’s lifetime. The network’s energy usage
must be balanced for energy-efficient routing [4–6].

Although many researchers based their research on the design of routing protocols in
WSNs where a single sink is often chosen to prolong the network lifetime [7–11], the WSNs
with a single sink still suffers from many problems. The main problem is that the sensor
nodes located close to the sink node become depleted more quickly than the other distant
nodes of the network ones as they need to relay more traffic in multi-hop WSNs. Therefore,
the energy–hole problem emerged due to the unbalanced energy consumption, which will
inevitably affect the lifetime of the whole network [12]. As a result, it may be infeasible
to use WSN with a single sink. Therefore, to avoid or bypass the energy hole formation
problem, multi-sink strategies for avoiding such problems have been developed [5,6,13–15].
The main idea of such strategies is that multiple sink nodes are located at fixed positions
in the monitored field to collect the sensed nodes’ data. In addition, energy balancing can
be achieved among sensor nodes, and thus the energy–hole problem can be effectively
mitigated with multi-sink topology; relatively speaking, it is better than a single sink in
a number of ways. Firstly, the network throughput can be improved under a multi-sink
environment, whereas if any sink node fails for any reason, the data will be transmitted
through other sinks.

As the use of multiple sinks decreases, the average distance between sensor nodes and
sink nodes, data transmission latency decreases, and the energy consumption is reduced.
Last, but not least, deploying multiple sink nodes in the network may help alleviate the
traffic congestion issue to some degree [12,16,17]. However, the optimum selection of sink
nodes is uncertain since the sensor nodes must choose the best sink for data transfer.

Another challenging issue is that environmental conditions influence the WSN perfor-
mance since it is commonly installed in hostile environments, exposing sensor nodes and
sink nodes to failure. Thus, the network seldom works. For instance, sensor and sink nodes
are more likely to fail at high temperatures and might be entirely burnt out. Moreover, their
short-circuits probability would be raised at extremely high humidity [7,15,18]. Thus, re-
ducing network performance consequences such as temperature and humidity is important.
Therefore, the data flow should be prevented from transmitting through dangerous areas
(for example, areas located in a harsh environment). If the data flow crosses a risky zone,
such as a fire zone, data delivery will be cut off due to burned relay nodes. Consequently,
environmental awareness should be considered when designing the routing algorithm.

Although WSNs are a potential solution for a wide range of real-time applications,
such as industrial automation, the sensed data must be delivered to the sink node in
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real-time (deadline). In this scenario, timely data transfer guarantees that the appropriate
actions are made, whereas late data delivery affects the action’s efficacy [8]. Therefore, this
issue has to be considered in constructing the routing paths.

Another challenging issue in WSN is the reliability of data transmission, which is the
data delivery guarantees reaching its destination. Due to wireless communication’s inherent
nature in sensor networks, packet losses are quite inevitable. Wireless connections are prone
to network disturbances due to some environmental parameters, such as interference and
fading. This would increase the retransmission possibility of lost packets and thus causes
more energy consumption and more delivery delay. Therefore, the quality of wireless links
is another factor that needs to be considered when designing the routing technique for
WSNs [7,8].

For resolving the problems mentioned above, swarm intelligence (SI) approaches are
developed to deliver effective optimization solutions for a wide variety of WSN situations
because of their flexibility and adaptability in solving many complex problems. Almost
all swarm intelligence optimization approaches are inspired by ant colonies, bees, and
animal swarms. The ant colony optimization (ACO) approach resembles social ant colonies.
The pheromone concentration indicates solution quality in ACO to find the ideal solution.
Usually, the problem is connected to pheromone concentration [19,20].

The work in this paper consists of two phases. The first phase is the selection of the
optimal sink. The first phase is proposing an efficient sink node selection strategy, as many
researchers based their research on problems related to optimal sink selection. Most of
them also tried to determine the optimal sink based on nodes’ energy and the transmission
energy consumption [21,22] without considering the environmental effect, which may
be affected by path changes. Sink node selection under difficult situations is uncertain.
Therefore, this paper uses environmental awareness to reduce the sink’s environmental
effect. Secondly, the delivery delay of real-time data packets would negatively influence the
real-time data flow’s latency and/or throughput. Thirdly, when choosing the appropriate
sink algorithm to reduce the packet miss ratio, it is vital to balance the energy costs against
the advantages of achieving the delivery time (percentage of delivered packets that missed
their deadline). Last, the sink load metric is proposed to maximize network lifetime by
balancing all sink nodes’ energy consumption.

The second phase is the routing algorithm, up to our knowledge; numerous research
publications have examined the routing problem in multi-sink WSNs. Most suggested
solutions aim to increase energy efficiency [5,6,23–29]. Such studies do not address the
environmental effect of routing protocol design. Therefore, they can not adapt quickly to
environmental disturbances such as rainstorms and wildfires. To the best of our knowledge,
up to the time of writing this paper, only one routing protocol [15] considered energy
besides environment awareness to increase routing reliability and energy efficiency under
hostile situations. The problem with such an algorithm is that it cannot be used in real-time.
So, this paper suggests a routing algorithm that tries to reduce the adverse environmental
effects on data delivery and is also suitable for real-time applications. It also looks at the link
quality so that it does not send data packets down paths that are not reliable. Additionally,
a novel function that interrelates residual energy and sensor node load is advocated to
balance energy utilization. The major contributions are as follows:

(1) Proposing an energy-efficient, reliably environmentally aware for a real-time routing
for multi-sink WSNs considering the environmental data, link quality, delay, energy,
and load balancing.

(2) Describing the routing problem in large-scale multi-sink WSN in the form of 0/1
integer programming.

(3) The routing problem is formulated in the form of 0/1 integer programming for other
researchers to understand and reuse.

(4) Swarm intelligence is introduced as a heuristic solution.

The following is the outline for the paper. Section 2 describes the most related work,
while the problem to be solved is stated in Section 3. The problem is formulated in Section 4.
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The proposed approach is explained in detail in Section 5, while the results are given in
Section 6. The paper is concluded in Section 7.

2. Related Work

Researchers have proposed numerous research articles that discuss the routing prob-
lem in multi-sink WSNs [5,6,15,23–30]. This section discusses the most related research to
our proposed approach.

Sustainable multipath routing protocol for multi-sink WSNs in harsh environments
(SMRP) is presented in [15]. A mixed potential field is utilized in such a protocol to make
routing decisions. The mixed field is constructed according to the environment information
of sensor nodes, nodes’ energy, and depth. The environmental field utilizes sensor node
environmental data to prevent data packets from being transmitted on unsafe paths to
lower the influence of environmental factors on network data transmission. The potential
energy field is used to avoid nodes with insufficient energy in order to improve network
energy balance. Using the depth potential field, data packets are directed toward the sink.

However, from the previous study of SMRP algorithm, it is clear that it has some
limitations, since they do not consider some critical issues. First, it overlooks the reliability
of data transmission. WSNs depend on reliable data transfer. Ignoring such concerns
might increase packet loss, waste energy, and delay packet retransmission. This clearly
impacts network efficiency. The second issue is that it misses real-time data transmission.
Real-time delivery of data is difficult in WSNs. Transmission of crucial real-time data
within a predetermined deadline enables prompt action, whereas late delivery reduces the
efficacy of the action done. Ignoring this problem might increase missed deadlines and
packet drops.

Energy efficient multi-sink routing protocol (EERP) for multi-sink WSNs is presented
in [23]. Such an algorithm attempted to find the optimal path for data routing using
multiple parameters. The nodes’ energy, energy consumption rate, and hop count are
parameters. The nodes’ energy and energy consumption rates balance energy consumption
and prevent nodes with low energy from being a part of the routing process. The hop count
parameter ensures that data is sent closer to the sink and avoids a loop.

Energy optimized routing algorithm (EORA) for multi-sink wireless sensor networks
is proposed in [24]. This routing algorithm uses a hybrid virtual potential field to construct
routing paths. The potential hybrid field is constructed according to the nodes’ hop and
energy. The nodes’ energy virtual potential field is used to balance energy utilization so
as the nodes with low energy are prevented from being a part of the routing decision.
Hop virtual potential field guarantees the data flow towards the sink and eliminates
routing loops.

Nevertheless, despite the authors of EERP and EORA algorithms [23,24] suggesting
trustworthy techniques and effective energy, they do not consider some critical issues. First,
they ignore environmental consequences. Neglecting this challenge might make them
unable to adapt to environmental changes such as wildfires and rainstorms, as well as
impairing network performance. Secondly, they don’t account for lossy links caused by
fading and interference. As described previously, ignoring such a problem might increase
data loss, retransmission delay, and energy waste. Finally, they can not achieve real-time
communications; therefore, they can not send data packets before the deadline. As has
been said, timely data supply ensures relevant actions are made, whereas late data delivery
reduces the efficacy of such activities.

3. Problem Modelling

This section describes the research problems, and our primary goals are explained.
Consider that a set of sensor nodes monitors a field F(A) for a time horizon T . This
monitored field is divided into N equal-sized zones. The set of zones is denoted by
A = {A1, A2, · · · , AN}. A time-varying weight metric is assigned for each zone i ∈ A,
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where t ∈ T. This weight metric specifies the significance of each zone’s observations across
horizon T. (surveillance requirements).

Prior studies were based on static and location-aware sensor nodes. Additionally, the
data from the monitored field sensors is collected by using multiple sink nodes. Networks
are represented using undirected weighted graph G (V, E), where V is the nodes set, and
E is the edges, where x, y ∈ V. Vertices represent sensor nodes, whereas edges indicate
communication connections between them. An edge exists between nodes x and y only if
they can communicate. Additionally, the MAC layer PRR [31] measures connection quality.

Let us start with one of the main goals in this paper, which is the selection of the optimal
sink for data collection that plays a vital role in conserving the sensor nodes’ energy to ex-
tend the network lifetime. So, the selected sink node should meet the following restrictions:

(1) Provides the shortest transmission distance to minimize energy consumption.
(2) Provides the minimum value for the proposed load metric to achieve balanced

energy consumption.
(3) Away from the danger zones to keep the path of the data transmission safe as much

as possible.
(4) Provides the lowest end-to-end latency for real-time data transmission and eliminates

sensor node buffer overflow due to limited buffer capacity.

The second goal of this paper is to shorten the communication distance along the
routing path to save energy and make the network last longer. Additionally, energy
management is considered while designing the proposed routing protocol. It also examines
how to reduce environmental factors’ influence on urgent data packet routing by avoiding
hazardous zones and finding the safest paths to the sink. Real-time transmission of urgent
data packets is discussed. Additionally, the issue of reliable routing paths is discussed. To
attain this aim, the proposed route must fulfill the following criteria:

(1) Minimum communication distance.
(2) Less likely to be cut off as a result of environmental reasons.
(3) Maximum reliability.
(4) Minimum end-to-end delay.
(5) In order to establish a better energy balance, the nodes participating in the path have

the highest value resulting from the new proposed energy load function.

4. Formulation for Optimal Solution

Due to our optimization expertise, addressing issues optimally makes them simpler to
grasp for a better heuristic to be utilized later. In this section, the problem is mathematically
formulated based on integer linear programming (ILP). Although ILP assures an optimal
solution and a thorough knowledge of the problem’s major limitations and large-scale
problems are intractable due to time and/or memory requirements. To ensure the efficiency
of the given solution, ILP is used to address small-scale problems. To fully understand our
solutions’ notations, see Table 1.

In this paper, the routing problem in multi-sink WSNs is one of the NP-hard opti-
mization problems in which the optimized path for each source node should pass through
a predefined set of the relay nodes in the sensor field where each relay node can be vis-
ited only once. However, optimal path determination is challenging due to many of the
constraints to be taken into consideration.

Let us begin with the environmental constraint. The sensor nodes and mobile sink in
WSNs are particularly prone to failure when they are deployed in hostile areas. So, the
mobile sink must not cross through dangerous areas. Additionally, the environmental effect
on urgent data routing should be lowered as much as possible. Such data must not be sent
across dangerous places to guarantee reliable transmission in harsh environments.



Appl. Sci. 2023, 13, 605 6 of 37

Table 1. The problems model notations.

Given Parameters

Notation Description

V The monitored field’s sensor nodes.
St Is the set of source nodes at time t, t ∈ T.
T The time horizon.
Z All zones
SNt Is the set of sink nodes deployed in the monitored field at time t, t ∈ T.

FSNt Final set of sink nodes that have an environmental impact metric larger than
a threshold Value in the monitored field at time t, t ∈ T, FSNt ∈ SNt.

Mt
s

Set of all messages collected from the source node s at time t,
∀s ∈ St, St ∈ V, and t ∈ T. ∀s ∈ S

ZED f
i

Zone i’s environmental data for factor f.

EI f
i

Zone i’s single environmental factor f impact metric.
MEIi Zone i’s multiple environmental impact metric.
NEIi Zone i’s neighboring environmental impact metric
FEIi Zone i’s final environmental impact metric.

EIMi
x(t)

The sink/sensor node x final environmental impact metric in zone i at time t,
i 6=j.

EIth The environmental impact threshold.
Kij The coefficient of attenuation between zones i and j.
EDij Euclidean Distance (ED) between the center of zone i and j, i 6=j.

ED(x,si)(t)
The Euclidean distance (ED) between the sensor node x and sink node si at
time t, i 6=j.

IDL The initial deadline defined by the application at each source node.
deadline Each hop’s packet deadline.
Psi

y The set of all candidate paths between any pair (y, si), ∀s ∈ S

Dss
si

The desired message delivery speed from source s to sink
si. ∀s ∈ St, ∀si ∈ SNt, t ∈ T

PRRxy Link’s (x,y), packet reception ratio, i, j ∈ L, and i 6= j.
PLRxy The packet loss ratio for the link (x,y), i, j ∈ L, and i 6= j.
Dxy Link (x,y) delay. i, j ∈ L, and i 6= j.
REx(t) Node x’s residual energy at time t, i ∈ S ∪ R. i∈ S ∪ R.
IEx Sensor node x, initial energy, x ∈ V i ∈ S ∪ R. i ∈ S ∪ R.
HExy Transmission energy from x to y in a single hop, (i, j) ∈ L

ECLy(t)
Energy load function for each sensor node y at time t,
y ∈ NEBx, NEBx ∈ V, t ∈ T

NLy(t) Each sensor node x load at time t, y ∈ NEBx, NEBx ∈ V, t ∈ T
TMy(t) Sensor node y, total number of messages, y ∈ V, t ∈ T, i ∈ S ∪ R− {sink}
SLMsi (t) The sink load metric of each sink node si, si ∈ SNt, t ∈ T
DhMs

si
The distance hop metric between sink node si and each source node s, ∀s∈S

mhcsi
x

The minimum hop count from any sensor node x to each sink node si,
∀x ∈ V, ∀si ∈ SNt, t ∈ T. i, NEBi ∈ S∪ R

SNEsi sink node si, neighbor set, si ∈ SNt. i, NEBi ∈ S∪ R
CNENx sensor node x, neighbor set, x, CNENx ∈ V.
FNENx The final neighbor set of sensor node x, x, FNENx ∈ V.

Indicator Parameter

α
p
(y,si)

1 if sensor node y is on path p to the chosen sink node si and 0 otherwise,
∀y ∈ FNENx, p ∈ Psi

y , FNENx ∈ V, and t ∈ T.

Decision Variables

ξsm
xy

1 if sensor node x utilizes the neighbor node y to relay message m of the
source node s and 0 otherwise, ∀m ∈ Mt

s, ∀s ∈ St, x, y, St ∈ V, and t ∈ T

ωsm
xy

1 if the sensor node x utilizes neighbor node y to relay message m of the
source node s and 0, otherwise, ∀m ∈ Mt

s, ∀s ∈ St, x, y, St ∈ V, and t ∈ T
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Table 1. Cont.

Given Parameters

Notation Description

rsi

1 if the sink node si has a final environmental metric greater than the
threshold value and 0, otherwise, ∀si ∈ SNt, and t ∈ T.

En

1 if the difference between the environmental metric value of sink node si in
zone i and sink node n in zone j is less than zero and 0, otherwise,
∀si ∈ FSNt, n ∈ FSNt − {si}, FSNt ∈ SNt, i, j ∈ Z and t ∈ T.

Isi

1 if the sink node si has the maximum environmental metric value compared
to that of other sink nodes and 0, otherwise,
∀si ∈ FSNt, FSNt ∈ SNt, and t ∈ T.

ε f

1 if the computed difference between the sink load value of sink node si and
sink node f is less than zero and 0, otherwise,
∀si ∈ FSNt, f ∈ FSNt − {si}, FSNt ∈ SNt, and t ∈ T

msi

1 if the sink node si has the minimum sink load metric value compared to
that of other sink nodes and 0, otherwise,
∀si ∈ FSNt, FSNt ∈ SNt, and t ∈ T.

ψs
si

1 if the source node s selects the sink node si as an optimal sink and 0,
otherwise, ∀s ∈ St, ∀si ∈ FSNt, FSNt ∈ SNt, and t ∈ T.

hs
k

If the distance hop metric difference between sink nodes si and node k is less
than zero, return the value will be 1; 0 otherwise.

ds
si

1 if the sink node si has the minimum v distance hop metric value compared
to that of other sink nodes and 0, otherwise,
∀si ∈ FSNt, ∀s ∈ St, k ∈ FSNt − {si}, and t ∈ T.

cy
1 if the neighbor node y has relaying delay less than or equal to the desired
delay and 0, otherwise, ∀y ∈ CNENx, CNENx ∈ V.

oy
1 the sink node can be reached by neighbor node y and 0, otherwise,
∀y ∈ FNENx, FNENx ∈ CNENx, CNENx ∈ V.

dey

1 if the neighbor node y has the minimum relaying delay value compared to
that of other neighbor nodes and 0, otherwise,
∀y ∈ FNENx, FNENx ∈ CNENx, CNENx ∈ V.

al

1 if the difference between the relaying delay value of neighbor nodes l and y
is less than zero and 0, otherwise,
∀y ∈ FNENx, l ∈ FNENx − {y}, FNENx ∈ V.

ey

1 if neighbour node y has maximum energy load function value compared to
that of other neighbor nodes, 0 otherwise.,
∀y ∈ FNENx, FNENx ∈ CNENx, CNENx ∈ V.

bυ
1 if the difference between nodes y and v’s energy load function values is less
than zero, 0 otherwise,∀y ∈ FNENx, υ ∈ FNENx − {y}, FNENx ∈ V.

vn

1 if the difference between neighbour nodes y and n’s environmental metric
values is smaller than zero; 0 otherwise,
∀y ∈ FNENx, n ∈ FNENx − {y}, FNENx ∈ V.

Ny

1 if the neighbor node y has the maximum environmental metric value
compared to that of other neighbor nodes and 0, otherwise,
∀y ∈ FNENx, FNENx ∈ CNENx, CNENx ∈ V.

To calculate the environmental effect of a single factor f on zone i at time t, apply the
following equation:

EI f
i (t) =


1 i f ZED f

L ≤ ZED f
i ≤ ZED f

H
ZED f

H−ZED f
i

ZED f
max−ZED f

H

+ 1 i f ZED f
i > ZED f

H

ZED f
i −ZED f

L

ZED f
L−ZED f

min

+ 1 i f ZED f
i < ZED f

L

(1)

Inspired by [7], Equation (1) shows the scenario:
First, the environmental data value of any zone i for environmental factor f is com-

puted. Based on the normal operating range (ED f
L, ED f

H), if it is achieved, it means that
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the sensor nodes’ performance in that zone would not be influenced by environmental
factor f, which means the environmental effect metric EI f

i (t) is set to 1. Suppose zone
i’s environmental data are beyond the typical range. In that case, environmental factor f
will detrimentally affect the sensor nodes in that zone, causing them to deteriorate and
increasing the risk of malfunctions. Therefore, EI f

i (t) is decreased. Figure 1 depicts the
trend of the given function in Equation (1), which reflects the environment single factor
impact metric.
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Actually, many environmental factors influence the performance of WSNs. So, the
environmental impact metric should be determined for multiple environmental factors as
follows [15]:

MEIi(t) = min
{

EI f1
i (t), EI f2

i (t)
}

(2)

where EI f1
i (t) and EI f2

i denotes to the single environmental effect metrics of zone i at
time t in relation to the environmental factors f 1 and f 2. Indeed, suppose the sensor nodes’
performance in a certain zone would be severely affected by one of the many environmental
factors. In that case, the sink node shouldn’t cross that zone. Additionally, its sensor nodes
should be prevented from being selected as a next-hop through the routing process of
urgent messages. Therefore, among the environmental metrics values of different factors,
the multiple environmental impact metric is represented by the minimum value [18].

On the other hand, if such a wildfire occurs in a particular zone, it is expected to
spread rapidly to neighboring zones. So, neighboring zones are still considered hazard
zones even though this incident did not spread to them. For urgent data, to keep the mobile
sink path and routing paths from environmental risks as early as possible, it is important to
link each zone’s environmental effect metric with its neighbors. A zone’s environmental
impact on zone j is defined as follows [15]:

NEIij(t) = Kij MEIj(t) (3)

The attenuation coefficient, Kij was calculated as follows:

Kij = 1 +
EDij − EDijmin

EDijmax − EDijmin
(4)

where EDijmin and EDijmax represent the minimum and maximum distance between the
center of zone i and j. For square/circular zone with side length/diameter, a, EDijmin and
EDijmax could be calculated as follows:

EDijmin = a (5)

EDijmax = 2
√

2a (6)
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For rectangular shaped zone with side length, L, and side width, w, EDijmin and
EDijmax could be calculated as follows:

EDijmin = L (7)

EDijmax = 2
√

L2 + w2 (8)

Equations (3) and (4) show that the attenuation coefficient is proportional to zone
i and j distance. This is because each zone is more sensitive to environmental threats
from its neighbors when they are closer. As numerous bordering zones surround each
zone, each has its own neighboring environmental effect metric. As the final neighbouring
environmental effect is the least value across all adjacent metrics is chosen as follows:

NEIi(t) = min
{

NEIij(t)
∣∣j∈NZi

}
(9)

Finally, the final environmental effect of zone i is computed by combining the multiple
environmental impacts MEIi(t) and the environmental impact of the neighbouring zone
NEIi(t), as follows:

FEIi(t) =

MEIi(t) i f NEIi(t) = 1
MEIi(t)+NEIi(t)

2+exp(−Kij)
otherwise

(10)

According to Equation (10), the proposed final environmental effect metric is based
on the insignificant nearby environmental impact during normal operation periods. If
a neighbour’s environmental effect is one, it is appropriate to ignore it. As a zone’s
neighbour’s attenuation coefficient drops, so should its final environmental metric. This
means the closest neighbourhood zone will have a larger environmental impact. So, the
final environmental metric should be proportional to the attenuation coefficient. Finally,
the exponential function is used where a small attenuation coefficient value results in a
reasonably large decrease in the proposed metric result.

We must assess the impact of the environmental characteristics on each sensor node
or/and sink node since the routing algorithm must avoid risky regions. According to
Equation (11), the following is the ultimate environmental effect measure for a sensor/sink
node x in zone i is defined in Equation (11) as follows:

EIMi
x(t) = FEIi(t) (11)

In an optimal sink selection algorithm, in order to avoid the sink node in the danger
zones, the sink nodes in the candidate sink node set SNt that have a final environmental
impact metric larger than the threshold value are added to the final candidate sink node-set,
FSNt. Formally, as in Equation (12),

FSNt =
{

si

∣∣∣si ∈ SNt, EIMi
si
(t) > EIth

}
. (12)

Actually, due to the use of a multi-hop routing technique, the sink node neighbors
must be used as relay nodes. That is to say, the residual energy of the sink’s neighbors
can reflect the load of the corresponding sink. Therefore, to achieve load balancing among
multiple sink nodes, the sink node suffering from a heavy load should be avoided, and
thus some measures should be taken to make the sensor nodes transmit their data to the
other sink nodes. In this paper, the minimum residual energy of the sink node neighbors is
used as a measure of each sink node load. Equation (13) presents the sink load metric of
candidate sink node si at time t:

SLMsi (t) = min
(

RESNEsi

)
(13)
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Indeed, developing a routing algorithm that balances energy usage and energy aware-
ness while being suitable for real-time applications is a big challenge. Therefore, the routing
algorithm should prioritize energy-efficient transmission while being suitable for real-time
applications. Consequentially, in our model, the distance-hop metric is incorporated into
the optimal sink selection decision. As indicated in Equation (14), the energy metric of each
sink node si is constructed by using the minimum hop counts from the source node s to the
candidate sink si as follows:

DhMs
si
=

1
mhcsi

s
(14)

The real-time data must be sent to the mobile sink within predefined deadlines;
performance is assessed by how many packets are received before the deadline. Therefore,
urgent messages must be transmitted with the proper latency, reducing packet loss. For a
particular sink node si selected by sensor node x, the desired delivery speed for the message
is defined by Equation (15) as follows [32]:

Dssi
x =

ED(x,si)(t)

Deadline
(15)

According to Equation (15), the desired speed is directly proportional to the sink node
distance. As the sink’s distance grows, the needed speed increases. Therefore, critical
messages will not arrive in time. Consequently, the increase in lost packets affects real-time
performance. Therefore, taking into account the minimization of the distance to sink nodes
in selecting the optimal sink node is highly required to enhance real-time performance.
Consequently, this paper considers the distance to the sink node, whereas the sink node
with the minimum distance should be selected as the optimal sink node.

In case of events occurring in some areas, the routing procedure is invoked. Hence, this
paper’s main problem is finding the optimal sink node and route for data transmission. The
developed routing algorithm aimed at minimizing packet loss ratio and end-to-end delay
of the routing path simultaneously. A set of constraints is defined for such optimization
problems, including energy consumption balance, environmental impact minimization,
reliability of data transmission, and real-time data delivery.

It is known in WSNs that communication energy is related to the transmission distance.
The quickest way considerably decreases energy use. However, the shortest path approach
did not prolong the network’s lifetime. The network’s energy usage must be balanced for
energy-efficient routing.

Relying entirely on sensor nodes’ residual energy is not the ideal way to establish
network energy balance [7]. The routing protocol must refrain from using low-energy,
high-traffic nodes as next-hops in order to achieve a better energy balance. Using the
recommended new function, the energy load function, it is feasible to include the remaining
energy and traffic load of sensor nodes and let them significantly impact choosing the next
hop [7].

The total number of messages sent by each node should match that of the node. This
should contain the number of messages at such node and neighboring nodes to relay.
Equation (16) presents the proposed traffic load function of node y at time t.

NLy(t) =
{

TMy(t) i f ED(y,MS)(t) ≤ ED(x,MS)(t)
0 otherwise

(16)

ECLy(t) =
1
/

exp

(
IEy −

(
REy(t)−

(
NLx(t) ∗ HExy

))
IEy

)
(17)

Equation (17) suggested new energy consumption load function expresses node y’s
energy use after sending all messages. Any tiny change in the exponential function input
causes a huge output change. By exponential function, a slight change in nodes’ energy
leads to selecting the most energy-efficient relay node [33].
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Urgent, real-time data must be sent to the chosen sink within predefined deadlines;
performance is assessed by how many of packets received before the deadline. Therefore,
real-time messages must be transmitted with the proper speed, reducing packet loss.
Equation (18) defines the required message delivery speed for candidate node y as follows:

Rdy(t) =
ED(x,si)

− ED(y,si)

delayxy
(18)

For every neighbour node x, its candidate neighbours CNENx with relaying delays
smaller than the required delay are added to the final candidate neighbour set FNENx.
Formally, as in Equation (19),

FNENx =
{

y
∣∣y ∈ CNENx, Rdy > Dssi

x
}

(19)

As in Equations (20) and (21), the total end-to-end delay and packet loss ratio of the
routing paths from all source nodes St to the selected sink nodes in a graph G is defined as
the summation of all edge contributions along the routing path:

Total packet loss ratio (G, L) = ∑
t∈T

∑
s∈St

∑
m∈Mt

s

∑
x,y∈E

ξsm
xy PLRxy (20)

Total end− to− end delay (G, L) = ∑
t∈T

∑
s∈St

∑
m∈Mt

s

∑
x,y∈E

ξsm
xy Dxy (21)

The problem is formulated using the computations:

ZIP1 = min∑
t∈T

∑
s∈St

∑
m∈Mt

s

∑
x,y∈E

ξsm
xy PLRxy (22)

ZIP2 = min∑
t∈T

∑
s∈St

∑
m∈Mt

s

∑
x,y∈E

ξsm
xy Dxy (23)

Subject to:
∑

si∈SNt

rsi EIMt
si
(t) > EIth ∀t ∈ T (24)

∑
si∈SNt

rsi ≥ 1 ∀t ∈ T (25)

∑
si∈SNt

ψs
si
= 1 ∀s ∈ S, t ∈ T (26)

∑
n∈FSNt−{si}

En

(
EIMi

si
(t)− EIMj

n(t)
)
< 0 ∀si ∈ FSNt, t ∈ T (27)

2− ∑
n∈FSNt−{si}

En = Isi + 1 ∀si ∈ FSNt, St ∈ V, t ∈ T (28)

∑
n∈FSNt−{si}

En ≤ 1 ∀si ∈ FSNt, St ∈ V, t ∈ T (29)

∑
si∈FSNt

Isi ≤ 1 FSNt ∈ SNt, St ∈ V, t ∈ T (30)

∑
k∈FSNt−{si}

hs
k(DhMk − DhMsi ) < 0 ∀s ∈ St, ∀si ∈ FSNt, St ∈ V, t ∈ T (31)

2− ∑
k∈FSNt−{si}

hs
k = ds

si
+ 1 ∀s ∈ St, ∀si ∈ FSNt, St ∈ V, t ∈ T (32)

∑
k∈FSNt−{si}

hs
k ≤ 1 ∀s ∈ St, ∀si ∈ FSNt, St ∈ V, t ∈ T (33)



Appl. Sci. 2023, 13, 605 12 of 37

∑
si∈FSNt

ds
si
≤ 1 ∀s ∈ St, FSNt ∈ SNt, St ∈ V (34)

∑
k∈FSNt−{si}

ε f

(
SLM f (t)− SLMsi (t)

)
< 0 ∀t ∈ T (35)

2− ∑
f∈FSNt−{si}

ε f = msi + 1 ∀si ∈ FSNt, FSNt ∈ SNt, t ∈ T (36)

∑
f∈FSNt−{si}

ε f ≤ 1 ∀si ∈ FSNt, ∀s ∈ St, St ∈ V, t ∈ T (37)

∑
si∈FSNt

ms
si
≤ 1 ∀s ∈ St, St ∈ V, FSNt ∈ SNt, t ∈ T (38)

∑
si∈FSNt

Isi d
s
si

msi ≤ ψs
si

∀s ∈ St, St ∈ V, t ∈ T (39)

∑
y∈CNENx

cyRdy > Dssi
x x, CNENx ∈ V, si ∈ FSNt (40)

∑
y∈CNENx

cy ≥ 1 x, CNENx ∈ V (41)

∑
y∈FNENx

oy

 ∑
p∈P

Si
y

α
p
(y,si)

 > 0 FNENx ∈ V, si ∈ SN (42)

∑
y∈FNENx

oy ≤ 1 FNENx ∈ V (43)

∑
x∈FNENx

ωsm
xy ≤ 1 ∀s ∈ St, ∀m ∈ Mt

s, ∀y ∈ FNENx, St, FNENx ∈ V, t ∈ T (44)

∑
l∈FNENx−{y}

al
(

Rdl(t)− Rdy(t)
)
< 0 ∀y ∈ FNENx, FNENx ∈ V, ∀t ∈ T (45)

2− ∑
l∈FNENx−{y}

al = dey + 1 ∀y ∈ FNENx, FNENx ∈ V (46)

∑
l∈FNENx−{y}

al ≤ 1 ∀y ∈ FNENx, FNENx ∈ V (47)

∑
y∈FNENx

dey ≤ 1 FNENx ∈ V (48)

∑
υ∈FNENx−{y}

bυ

(
ECLy(t)− ECLυ(t)

)
< 0 ∀y ∈ FNENx, FNENx ∈ V (49)

2− ∑
υ∈FNENx−{y}

bυ = ey + 1 ∀y ∈ FNENx, FNENx ∈ V (50)

∑
υ∈FNENx−{y}

bυ ≤ 1 ∀y ∈ FNENx, FNENx ∈ V (51)

∑
y∈FNENx

ey ≤ 1 FNENx ∈ V (52)

∑
n∈FNENx−{y}

vn

(
EIMi

y(t)− EIMj
n(t)

)
< 0 ∀y ∈ FNENx, FNENx ∈ V (53)

2− ∑
n∈FNENx−{y}

vn = Ny + 1 ∀y ∈ FNENx, FNENx ∈ V (54)

∑
n∈FNENx−{y}

vn ≤ 1 ∀y ∈ FNENx, FNENx ∈ V (55)
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∑
y∈FNENx

Ny ≤ 1 FNENx ∈ V (56)

∑
y∈FNENx

cyoyeyNy ≤ ωsm
xy ∀s ∈ St, ∀m ∈ Mt

s, x, St, FNENx ∈ V, t ∈ T (57)

∑
x,y∈L

ξsm
xy ≥ 1 ∀s ∈ St, ∀m ∈ Mt

s, St ∈ V, t ∈ T (58)

∑
p∈Pt

y

α
p
y ≥ 1 ∀y ∈ FNENx, FNENx, x ∈ V, t ∈ T (59)

{
rsi , ψs

si
, En, Isi , hs

si
, ds

si
, ε f , msi , ξsm

xy , α
p
y , ωsm

xy , cy, oy, bυ, ey, vn, Ny

}
= 0 or 1 ∀s ∈ St, ∀m ∈ Mt

s, x, n, ν, St ∈ V, t ∈ T (60)

Constraints in Equations (24) and (25) ensure that the final candidate sink node set
FSNt has only the sink nodes with a final environmental impact metric larger than the
threshold value; it often has fewer members SNt. If no sink nodes in the candidate set
SNt fulfil this condition, the FSNt will have no members. Therefore, such constraints are
also used to ensure that FSNt has members. Otherwise, the network fails. Constraint in
Equation (26) is used to avoid cycles. For each time interval, the selection of the sink node si
as the optimal sink for each source node s has a cost of 1. Constraints in Equations (27)–(30)
guarantee that the selection of a sink node si as the optimal sink for source node s satisfies
the maximum final environmental impact metric condition so that the data packets are
transmitted on a safe path away from the dangers area. Constraints in Equations (31)–(34)
are used to find the best trade-off between energy consumption and target delay. Any source
node s must choose only one sink node si from the final sink nodes set FSNt, which has
the minimum value of DhMsi compared with other sink nodes. Constraints in Equations
(35)–(38) are utilized to balance multiple sinks load, which significantly enhances network
lifetime. The selected sink si must have the maximum value of load metric compared with
other candidate sink nodes. Constraint in Equation (39) ensures that the decision variable
ψs

si
is enforced to 1 when the sink node si has the maximum value of both metrics EIMi

si
(t)

and SLMsi (t), and the minimum value of DhMs
si

compared with other sink nodes.
Constraints in Equations (40) and (41) are utilized to ensure that the forwarding

candidate neighbor set FNENx contains only the neighbor nodes that have relaying speeds
higher than the desired speed; it has often less members than CNENx. If no neighbor node
in the candidate set CNENx satisfies this condition, the FNENx will not have a member.
Therefore, such constraints are used to ensure the presence of members in the set FNENx
otherwise, drop control is called. Constraints in Equations (42) and (43) ensure that every
neighbor node y reaches the selected sink node. Any neighbor node y must be on at least
one path to the selected sink. Constraint in Equation (44) is intended to prevent any cycle.
For the same source node s and message m, the use of any neighbor node y as a relay node
has a cost of 1. Constraints in Equations (45)–(48) ensure that only one neighbor node y
meets the maximum relaying speed criterion while real-time data packets are delivered to
the selected sink on time. Constraints in Equations (49)–(52) ensure energy consumption
balance to prolong the network lifetime. The only neighbor node y that has the highest
value ECLy(t) must be selected from the final neighbor set of the sensor node x. Constraints
in Equations (53)–(56) guarantee that the sensor node x selects only one neighbor node
y from its final neighbor set that meets the maximum final environmental impact metric
condition so that data packets are sent to the selected sink in safe paths away from hazards.
Constraint in Equation (57) is utilized to ensure that the decision variable ωsm

xy is enforced
to 1 when: (1) the neighbor node y reaches the selected sink, (2) it has the minimum value
of Rdy compared with other neighbor nodes, and (3) it has the maximum value of EIMi

y(t)
and ECLy(t) compared with other neighbors. Constraints in Equations (58) and (59) are
a redundancy constraint, where all ∑

x,y∈L
dsm

xy and ∑
p∈P

si
y

α
p
y must be greater than or equal to
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1. Constraint in Equation (60) the decision variables
{

dsm
xy , α

p
y , ωsm

xy , cy, oy, bυ, ey, vn, Ny

}
are

equal to 0 or 1.

5. Swarm-Based Solution

This section presents the greedy algorithm as the optimum method discussed previ-
ously is not applicable for large-scale WSNs. The recommended method is for small and
large-scale real-time WSNs.

5.1. Optimal Sink Selection Problem

In ACO, ants search for a solution to the optimal sink selection issue by randomly
moving around the sink nodes set at each time interval. Each ant k begins its tour at each
source node and constructs connected covers by transitioning between sink nodes in the
development graph. Ant k applies a probabilistic transition rule at each tour construction
step to select which sink node it will be selected next. The probability that ant k will select
sink node si for source node s is given by:

Pk
ssi
(t) =

[
τ1

ssi
(t)
]ω1
[
η1

si
(t)
]ω2
[
λ1

si
(t)
]ω3

∑
l∈FSNt

[
τ1

sl(t)
]ω1
[
η1

l (t)
]ω2
[
λ1

l (t)
]ω3

(61)

- τ1
ssi
(t) represents the pheromone value at time t, η1

si
(t) between sink node si and source

node s.
- ω1, ω2, and ω3 are the weight factors that control the pheromone value and the heuristic

information parameters, respectively, and η1
si
(t) and λ1

si
(t) are the heuristic information.

5.1.1. Pheromone Calculation

The pheromone value is updated using the distance hop metric since the selected sink
node should offer the most suitable trade-off between energy utilization and in-time data
delivery. The increasing density of the pheromone value is as follows:

∆τ1
ssi

= DhMs
si

(62)

The increase in the pheromone density is defined as:

τ1
ssi
(t) = (1− ρ1)τ

1
ssi
(t− 1) + ρ1∆τ1

ssi
(63)

where ρ1 ∈ (0, 1) ρ ∈ UOTE is the evaporation factor [7].

5.1.2. Calculation of the Heuristic Information

Since it is essential to make the data transmission invulnerable to environmental
impact, the data messages should be transmitted on a safe path away from the dangerous
area. So, the environmental impact metric is considered as heuristic information that
helps select the sink node under suitable environments and bypass the dangerous areas
to a certain limit. The selection of the sink node with maximum environmental impact is
required to lower the impact of the external environmental factors on the data transmission.
Thus, the final environmental impact metric of sink node si in zone i is used as heuristic
information as follows:

η1
si
(t) =

EIMsi (t)
∑

l∈FSNt
EIMl(t)

(64)

The candidate sink node with a higher η1
si
(t) value has less negative impacts on packet

delivery and will be selected as the optimum sink.
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Any sink node with heavy weight should not be selected to balance sink node traffic
and prolong the network lifetime. As a result, while choosing the sink node, the load metric
of sink nodes is used as heuristic information, as demonstrated by:

λ1
si
(t) =

1/
SLMsi (t)

∑
l∈FSNt

1/
SLMsi (t)

(65)

The candidate sink has a higher λ1
si
(t) value, implying it has less load and will be

picked more often.

5.2. Routing Problem

The original ACO method has been updated since it must minimize both time and
complexity for the suggested algorithms to be acceptable for real-time applications:

Any real-time data packets should be routed via the relay nodes until they reach the
selected sink. Each source node looks at its neighbors and unicasts the packet to the best one
using the ACO algorithm probability. The packet is then routed via this neighbor, who has
chosen the best relay node among its neighbors until it reaches the selected sink. This means
a route has been identified from the source node carrying crucial data to the designated
sink, and the data packet arrives simultaneously. This reduces the ACO method’s time and
complexity. It is decided during packet transmission which path the real-time data packet
will take.

Two steps make up the suggested solution. If a particular source node in the first phase
has to communicate real-time data to the selected sink through the routing process, it sends
a forward ant across neighboring nodes, which serves as a relay node until the selected
sink receives the data. Before choosing the relay nodes, each node must determine which
of its neighbors is allowed to take part in the routing operations. The neighbor nodes that
can achieve the necessary speed are the ones that are qualified to be regarded as candidate
relay nodes and participate in the routing process. The neighbor node is qualified if it can
transmit the data packet to the selected sink in a period of time that is less than or equal to
the packet’s remaining deadline. On the other side, we will cooperate with all neighbor
nodes if no neighbor node meets such a requirement.

Second, the forward ant chooses the next hop based on probability as a relay node
at each neighbor node. The likelihood of choosing a neighbor to serve as the next-hop
relay node, which is specified by Equation (65), is computed using a number of variables,
including the relaying speed, environmental effect metric, energy consumption load metric,
connection quality, along with the pheromone value as follows:

Pk
xy(t) =

[
τ2

xy(t)
]φ1
[
η2

xy(t)
]φ2
[
λ2

xy(t)
]φ3
[

β2
xy(t)

]φ4
[
γ2

xy(t)
]φ5
[
δ2

xy

]φ6

∑
l∈FCHNx

[
τ2

xl(t)
]φ1
[
η2

xl(t)
]φ2
[
λ2

xl(t)
]φ3
[
β2

xl(t)
]φ4
[
γ2

xl(t)
]φ5
[
δ2

xy

]φ6
(66)

where τ2
xy(t) is the pheromone value of the link (x, y) at the time t, η2

xy(t), λ2
xy(t), β2

xy(t),
γ2

xy(t), and δ2
xy(t) are the heuristic information; φ1, φ2, φ3, φ4, φ5, and φ6 are the control fac-

tors that control the pheromone value and the heuristic information parameters, respectively.

5.2.1. Pheromone Calculation

Path quality and latency are used to determine the update pheromone. This improves
network reliability and latency. Transmission, propagation, queuing, and processing are
end-to-end delays. The processing delay may be removed owing to the sensor nodes’
speed [8].
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Pheromone density increase along path p is defined as:

∆τ2 =
(

PRRp
)
+

(
IDL

/
delayp

)
(67)

The forward ant travels to the mobile sink, where the pheromone update value is
calculated and sent back to the source node as a backward ant. Whenever a node x
receives a backward ant from a node y, it modifies the concentration of pheromones in the
following way:

τ2
xy(t) = (1− ρ3)τ

2
xy(t− 1) + ρ3∆τ2 (68)

where ρ3 ∈ (0, 1) ρ ∈ (0,1) tells the pheromone evaporation rate, which is the evaporation
constant that [5].

5.2.2. Heuristic Information Computation

A final environmental impact metric is taken into account to ensure that the routing
protocol is not exposed to environmental impact, which helps select cluster heads in suitable
surroundings and bypasses harmful places to a certain extent. Thus, the following heuristic
information is calculated by the final environmental impact as follows:

η2
xy(t) =

EIMi
y(t)

∑
l∈FCHNx

EIMi
l(t)

(69)

The candidate relay node with a higher value η2
xy has less environmental influences

on urgent data packet delivery and is more likely to be chosen.
To guarantee timely delivery of urgent data, pick the forwarding node with the greatest

relaying speed among candidates. Relaying speed is heuristic information calculated by
Equation (70).

λ2
xy(t) =

Rdy(t)
∑

l∈FCHNx

Rdl(t)
(70)

The candidate relay that has a higher value of η1
ij offers more speed in the transmission

of real-time data and has more chance of being the next relay. Selecting the neighbor node
with the highest relaying speed at each hop will reduce the delivery time.

The suggested energy consumption load metric is heuristic information that is consid-
ered since energy consumption balance is a critical difficulty in designing an energy-efficient
routing algorithm for WSNs.

β2
xy(t) =

ECLy(t)
∑

l∈FCHNx

ECLy(t)
(71)

The neighbor node with a higher value of β2
xy has a higher residual energy after

sending all its traffic load messages, and thus has a more chance of being selected as the
next forwarder. Some crucial data packets may be lost as a consequence of the lossy links in
WSNs, wasting energy, and adding to the delay caused by the need to retransmit missing
packets. One main thing affecting end-to-end latency, packet delivery rate, and energy
efficiency is packet loss. The lossy feature of wireless connections across it may be described
by the PRR. As a result, the following is how the path quality is defined. As a result, the
connection quality is regarded as heuristic data, which are defined as:

γ2
xy(t) =

PRRxy

∑
l∈FCHNx

PRRxl
(72)
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The forwarder node with a greater value of γ2
xy has a better link quality and has more

opportunity to be chosen as a relay node.
In resource-constrained WSNs, the real-time routing algorithm should identify next-

hop nodes that give the best energy/latency trade-off. Therefore, hop counts to the sink
should be regarded as a heuristic for routing decisions.

δ2
xy(t) =

1
/

mhcsi
y

∑
l∈FCHNx

1
/

mhcsi
l

(73)

A neighbour node with a greater δ2
xy value is closer to the sink node than the other

candidates and has a better probability of becoming the next forwarder.

6. Performance Evaluations

To assess the effectiveness of our proposal, numerical simulation experiments are car-
ried out in this section. The assessment criteria are presented first. The assessment process
is then explained. The simulation results and benchmark comparisons are then shown.

6.1. Performance Evaluation Criteria

Four quantitative measures are taken into account to provide a balanced assessment
of the effectiveness of the proposed method. Here is a breakdown of the standards we will
be using to evaluate the candidates:

- Network Lifetime [8] is the amount of time that has passed since the network’s first
node failed because of a dead battery.

- Packet Delivery Ratio (PDR) [8]. The ratio of the number of messages successfully
received by the sink node to the total number of messages sent by all source nodes.

- Deadline miss ratio [8]. This is the number of packets whose deadlines were missed
because they never reached the sink node.

- Average end-to-end delay [8]. This is the meantime for a data packet to transit from
its source nodes to the sink.

- Energy Imbalance Factor (EIF) [15]. This is the standard deviation of the network’s
residual energy. It is a measure of the routing protocol’s efficacy in terms of energy-
saving balance.

EIF =

√
1
n

n

∑
i=1

(REi − REavg)
2

where n, REi, and REavg are the number of nodes, the node’s i residual energy, and all nodes’
average residual energy, respectively

6.2. Simulation Model

Our proposed algorithms were rigorously tested through a set of experiments built
into the Matlab environment. All of the tests were performed on a Windows 7 machine
equipped with a 2.3GHz Intel Core i5 dual-core CPU, 4GB of RAM and the latest updates.
The simulation setup includes a mobile sink and N sensor nodes spread out across a
1000 m2 region. All sensor nodes are assumed to be stationary after deployment. After
being deployed into a field, all sensor nodes are supposed to remain in one place. It is
also assumed that the mobile sink will begin its journey through the cluster heads from
the centroid location. The mobile sink must move between the cluster nodes and then
return to its original place. The simulation results for homogenous networks are presented.
Moreover, all subsequent tests are carried out on the premise that the network is impacted
by environmental events such as forest fires and rainstorms.

As in [15], we used a radiation model to simulate wildfires. The data flow is generated
by a Poisson process with a mean parameter, λ. In addition, the study uses a model of
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WSNs with lossy links (see [34] for more information). The energy-consumption model
described in [34] is used in our experiments. The simulation settings are summarised
as follows.

The uniform random deployment strategy is used for the conducted experiments.
An amount of 300 sensor nodes are deployed in the monitored field with a maximum
retransmission number limited to 4. Additionally, the packet size and the buffer size are set
to 50 bytes and 128 bytes, respectively. Moreover, the path loss exponent is set to 3, and the
frequency is set to 868 MHz. For the transmission power, the initial energy of nodes and
noise floor are set to 0 dBm, 125 mJ, and −115 dBm, respectively. Regarding the maximum
radio range, data rate, shadow fading variance, reference distance, event area (wildfire),
event area (rainstorm), extreme range (temperature), and extreme range (relative humidity)
are set to 150 m, 20 Kbps, 3, 1 m, circles with a radius from 5 m and 50 m, block-shape with
coverage from 1000 m2 to 40,000 m2, [0, 50] ◦C, [30%, 80%], [−10, 100] ◦C, and [0%, 100%],
respectively.

6.3. Simulation Results

We compare the network lifetime, packet miss ratio, end-to-end delay, packet delivery
ratio, energy imbalance factor, and time complexity of our proposal with the SMRP [15] and
EERP [23] to assess its feasibility and effectiveness. Unlike the EERP, since our proposal
takes into consideration the environmental impact as one of the main metrics in the routing
process of the real-time data, all subsequent experiments are carried out with two scenarios
since our solution takes the environmental effect into account as one of the key criteria
in both the route determination of the mobile sink and the routing mechanism of the
urgent data.

1. First scenario: This is considered with regard to the environmental statistics that are
within the normal range; therefore, environmental influences do not affect network
performance. This demonstrates the performance of the approaches under normal
environmental conditions.

2. Second scenario: It is assumed that the environmental data are outside the normal
range. It demonstrates the performance of the approaches under environmental
conditions outside the normal range. In the second scenario, all following studies
assume the network is impacted by wildfire. Environmental events are considered to
occur 400 s after network start-up.

To be fair, the number of routing paths for each source node in all three routing
protocols is set to 1.

6.3.1. Evaluation of Packets Delivery Ratio (PDR)

In this series of tests, the performance of the proposed algorithm is assessed in terms
of the packet delivery ratio compared to SMRP [15] and EERP [23] for the two scenarios
mentioned above under different traffic rates and a different number of sink nodes.

1. PDR evaluation under the first scenario

This experiment compares network PDR to the average traffic rate under normal ranges.
In the first experiment, we examine how the PDR varies throughout the network in

response to a change in the first scenario’s average traffic rate. To begin, the average traffic
rate λ was changed from 3 to 11 packets per second. There will always be three nodes in
the network that act as sinks. In the first case, as seen in Figure 2, the PDR of the network
varies in line with the average traffic. Figure 2 clearly demonstrates that the proposed
method increases the network’s average traffic rate and achieves the highest PDR compared
to the alternatives. As in this scenario, the environmental data are assumed to be in the
normal range, and thus the corresponding value of the environmental impact metric is one.
The reason for this improvement is that the quality of the link is taken into account when
choosing the next forwarder. This means that data packets are sent more reliably.
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On the contrary, SMRP and EERP algorithms did not consider how to avoid the lossy
links, thus leading to more packet loss, and negatively affecting the network throughput.

In the second experiment, the PDR of the network was evaluated with a variable
number of sink nodes. This variation has 1–3 sink nodes. Three packets per second is the
typical traffic rate. Figure 3 shows the fluctuation in network PDR with varying numbers
of sink nodes. More sink nodes boost network performance, as shown in the figure. More
sink nodes may minimise the average distance between sensor nodes and sink nodes, thus
decreasing the influence of environmental variables on data routing. Regardless of the
number of sink nodes, the proposed algorithm delivers the best network PDR. Since SMRP
and EERP do not consider link quality, and unreliable links might disrupt data transmission.
This is why the proposed algorithm has a higher PDR than SMRP and EERP.

2. PDR evaluation under the second scenario

In this set of experiments, network PDR is explored with varying traffic rates and
sink nodes.

The first experiment in this set compares network PDR to the average traffic rate under
the second scenario. For testing this variation, the average traffic rate is in a range from 3 to
11 packets per second, with three sink nodes in the network.

Figure 4 displays network PDR for the second scenario with varied traffic rates. The
proposed approach provides the highest PDR compared to SMRP and EERP. Additionally,
it outperforms the other algorithms in the first scenario for the following reasons.
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As the environmental parameters in this scenario are supposed to be beyond the
typical range, routing paths are subject to environmental factors, which may increase
the number of environmental cutoffs. This would increase the network data loss rate.
The proposed algorithm is environment-aware routing such as SMRP, which can avoid
hazardous zones but has a better PDR than SMRP. The modified environmental impact
metric justifies why the proposed algorithm can outperform SMRP in PDR. In the case
of EERP, its routing paths will eventually cross danger zones since the environmental
influence on routing performance is not considered, increasing the probability of packet
loss. This explains why EERP has poor performance.

In the second simulation experiment, the network PDR is studied with a varied
number of sink nodes. In this experiment, the number of sink nodes is varied from one
to three, while the average traffic rate is three packets per second. Figure 5 illustrates the
network PDR with varying numbers of sink nodes in the second scenario. This figure
shows that additional sink nodes have improved network PDR. This improvement is due
to adding additional sink nodes to the network, reducing data transmission paths.
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second scenario.

As a result, the impact of the environmental conditions on the data routing decreases,
which improves the network PDR. However, it can be easily obtained that the proposed
algorithm performs best compared with the others. In addition to the reasons mentioned
above, which made the proposed approach outperforms the other algorithms in the first
scenario, the proposed bypasses the danger zones and discovers safer paths for the data
transmission through its modified environmental impact metric than those computed by
SMRP. In the case of EERP, the environmental impact on the routing paths is not considered,
making them easy to cut off due to environmental reasons, resulting in a low delivery ratio.
This reveals why the EERP performs worse in terms of PDR than that of SMRP and the
proposed algorithm.
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6.3.2. Miss Ratio Deadline Evaluation

In this series of experiments, the performance of the proposed method is assessed
in terms of the deadline miss ratio in comparison to SMRP [15] and EERP [23] for the
above-mentioned scenarios under different traffic rates, a different number of sink nodes,
and different deadline values.

1. Deadline miss ratio evaluation under the first scenario

This set of experiments examines the variation of deadline miss ratio with average
traffic rate, sink node number, and deadline value under the first scenario.

First experiment examines how the deadline miss ratio varies with the average traffic
rate. To evaluate this variation, the simulation experiment increases the average traffic rate
from three to 11 packets per second while keeping the sink nodes and deadline at three
and 700 ms. Figure 6 compares deadline miss ratios with various traffic rates. As shown in
the figure, the proposed routing method produced a lower deadline miss ratio than that of
the SMRP and EERP algorithms. The proposed algorithm changes the target packet speed
at each hop and picks relay nodes that can deliver the data on time. The relaying speed is
then considered while picking the next forwarder. Moreover, it evaluates link quality to
reduce retransmission latency. Such parameters reduce the packet miss ratio.
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In the case of the SMRP and EERP routing algorithms, the real-time delivery of data is
not considered; therefore, the bounded delay requirements are not satisfied. Additionally,
the packets in such algorithms cannot avoid unreliable paths, which causes a lot of lost
packets and thus increases the delivery delay due to packet retransmission. Hence, this
increases the deadline miss ratio.

The primary purpose of the second simulation experiment is to analyze the deadline
miss ratio with the number of sink nodes under the first scenario. The simulation experi-
ment is launched to examine this variance by varying the number of sink nodes from one
to three nodes while fixing the deadline and average traffic rate at 700 ms and three packets
per second, respectively. Figure 7 shows the variation of the deadline miss ratio with
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respect to a different number of sink nodes. As shown in the figure, the deadline miss ratio
decreases with the increasing number of sink nodes. Actually, with deploying more sink
nodes in the network, the data packets have to take a shorter distance to reach sink nodes,
which improves the delivery latency, and thus the deadline miss ratio will be decreased.
However, the figure demonstrates that the suggested method increases the number of sink
nodes while delivering the lowest deadline miss ratio among the available solutions. This
is because it integrated the relaying speed and link quality in making routing decisions,
which decreases the delivery delay and, thus, the deadline miss ratio. On the other hand,
the SMRP and EERP routing algorithms have to take longer delivery delays as they do not
consider the real-time delivery of data and reliability of data transmission.
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The third simulation experiment evaluates how the deadline miss ratio increases
under the first scenario. This experiment adjusts the deadline from 700 to 1000 ms, but the
number of sink nodes and average traffic rate is kept the same. Figure 8 shows deadline
miss ratios. Figure 8 shows that missed deadlines decrease as deadlines become extended.
Packets take longer to reach sink nodes as deadlines increase. It speeds up the delivery
of packets to the sink node. The proposed algorithm achieves the lowest deadline-miss
ratio by selecting relay nodes that can transmit real-time data packets on time. Link quality
is also considered, which lowers delivery delay due to retransmission. SMRP and EERP
cannot offer timely messaging services. They do not address how to prevent unreliable
wireless networks, which affects delivery delays because of missed packet retransmission.

2. Deadline miss ratio evaluation under the second scenario

For the second scenario, the effectiveness of the suggested technique is evaluated in
this set of experiments and contrasted to earlier research SMRP [15] and EERP [23]. The
experiment involves varying the average traffic rate and deploying different number of
sink nodes in the network.
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The deadline miss ratio in the first simulation experiment is compared to the second
scenario’s average traffic rate. This experiment adjusts the average traffic rate from three
to 11 packets per second, using three sink nodes and a 700 ms deadline. Figure 9 shows
how delays change with traffic volume. This figure demonstrates that the suggested
solution outperformed others despite increasing network traffic. The proposed algorithm
outperforms SMRP and EERP in the first scenario for the following reasons. As with SMRP,
the proposed approach uses a modified environmental impact metric to avoid risk zones
and find safer data transmission routes. The proposed approach seeks to create data routes
less likely to be cut off due to environmental factors, resulting in more reliable links and
reduced delivery delay.

The obtained results further validate that the proposed environmental impact metric
leads to safer routing paths than those computed by SMRP. This explains why the proposed
approach superior to the others. Regarding the EERP algorithm, it does not consider the
environmental impact on the routing performance, hence a poor performance in terms of
packet delivery ratio, which in turn increases the delivery delay and, thus, the deadline
miss ratio. Therefore, it has the worst performance in terms of deadline miss ratio.

The second experiment examines the deadline miss ratio with varied numbers of
sink nodes. This experiment varies the number of sink nodes from one to three while
keeping the average traffic rate and packet deadline at three packets per second and 700 ms,
respectively. Figures 9 and 10 demonstrate how missed deadlines vary with sink nodes.
The deadline miss ratio decreases with more sink nodes, as shown in the figure. As the
number of sink nodes increases, data packets travel shorter distances, reducing delivery
delays. As a consequence, the deadline miss ratio reduces. The proposed algorithm has
the lowest deadline–miss ratio. In addition to the reasons mentioned above, the proposed
algorithm is environment-aware, which helps avoid danger zones. Thus, the environmental
effect is less likely to cut off routing paths, minimising packet loss and delivery delay.
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Although the SMRP is also an environment-aware routing algorithm, the results are
evidence that the proposed environmental impact metric helps to discover safer routing
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paths than those computed by SMRP. In the case of EERP, the impact of the external
environment on the routing performance is not considered, which implies that the packet
loss ratio and the delivery delay will be increased. Hence, its deadline miss ratio becomes
worse than the proposed SMRP algorithms.

The third simulation experiment analyses deadline miss rates with varied deadline
values in scenario 2. This experiment varied the deadline from 700 to 1000 ms while keeping
sink nodes and traffic rate at three nodes and three packets per second. Figure 11 shows
how the deadline miss ratio increases for the second scenario. The deadline miss ratio
decreases as the deadline value increases, as more packets reach sink nodes before their
deadlines. The suggested algorithm has the lowest deadline miss rate. In addition to the
reasons mentioned before, which make the proposed algorithm better than SMRP and
EERP routing algorithms under the first scenario, the rest of the reasons can be justified as
follows. The proposed algorithm can bypass the danger zones and discover safer paths
to sink nodes than those computed by SMRP. In EERP, the data packets have to cross the
danger zones as the environmental impact is not considered, making them much more
likely to be cut off. Thus, this increases the packet loss rate, increasing the delivery delay
and, thus, the deadline miss ratio.
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6.3.3. Network Lifetime Evaluation

In this set of experiments, the performance of the proposed algorithm is evaluated
in terms of network lifetime compared to SMRP [15] and EERP [23] for the two scenarios
mentioned above under different traffic rates and a different number of sink nodes.

1. Network lifetime evaluation under the first scenario

This set of experiments studies the variation of network lifetime with respect to the
average traffic rate and a different number of sink nodes under environmental conditions
inside the normal range.

The first experiment evaluates the network lifetime in the first scenario. In this
experiment, the average traffic rate ranges from three to 11 packets per second, using three
sink nodes. Figure 12 shows the network lifetime vs. traffic rate for the first case. As seen in
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this figure, the proposed approach increases network lifetime compared to the others. As
in this scenario, the environmental data are assumed to be in the normal range, and thus
the corresponding value of the environmental impact metric is one. This improvement is
because the proposed routing algorithm employs node traffic load and residual energy to
balance network energy usage across sensor nodes. It prevents lost links to save energy
wasted by retransmitting dropped packets. Furthermore, due to the proposed sink load
metric, the proposed sink node selection algorithm effectively balances the network energy
consumption among sink nodes. On the other hand, the SMRP and EERP algorithms
depend on residual energy to balance energy consumption, which is inadequate according
to this work’s observations.
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Nevertheless, although the SMRP and EERP attempt to route data along the quickest
path, their lack of knowledge regarding data transmission reliability wastes energy by
retransmitting missed packets. Finally, the proposed algorithm can better use multi-sink
advantages in energy balance. That is to say, the newly proposed sink load metric helps to
balance the energy consumption among sink nodes

The second experiment examines the influence of sink nodes on network lifetime in
scenario 1. This experiment’s network sink nodes range from one to three. Three packets
per second is the normal traffic rate. Figure 13 depicts network lifetime vs. sink node
number. More sink nodes enhance network lifetime, as shown in the figure. Two factors
cause such results. First, adding additional sink nodes gives sensor nodes more options for
routing data messages, reducing energy holes, and balancing network energy consumption.
Second, additional sink nodes during network deployment reduce sensor-to-sink distance.
Thus, more energy may be preserved. The proposed algorithm improves network lifetime
compared to others, resulting in improved energy balance. This validates the proposed
nodes’ load metric and sinks load metric. SMRP and EERP do not avoid lossy links,
causing packet loss. The following experiment shows that adding additional sink nodes
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improves network lifetime. More sinks in WSNs improve network performance but raise
construction costs.
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2. Network lifetime evaluation under the second scenario

In this set of experiments, the network lifetime is studied under the second scenario
concerning the average traffic rate and the number of sink nodes.

The first experiment studies network lifetime under the second scenario. In this
experiment, traffic averages three to 11 packets per second while fixing the number of sink
nodes in the network to three nodes. Figure 14 displays the second scenario’s network
lifetime vs. average traffic rate. The figure indicates that the proposed approach increases
network lifetime with increasing traffic volume. In addition to the reasons mentioned
above, which made the proposed approach outperforms the other algorithms in the first
scenario, the rest of the reasons for such improvement can be justified as follows. As the
environmental conditions in this scenario are assumed to be outside the normal range,
the routing paths are vulnerable to environmental factors. This increases the number of
paths cut off for environmental reasons, and thus data transmission will become more
and more concentrated. This further aggravates the energy imbalance of the network.
Compared with SMRP, the proposed algorithm can achieve effective energy balance across
the network in a harsh environment. At the same time, the proposed approach effectively
bypasses the danger zones and discovers safer paths for data transmission through its
modified environmental impact metric. On the other hand, in the case of EERP, its routing
paths would inevitably cross the danger zones as the environmental impact on the routing
performance is not taken into consideration, making the routing paths be cut off due to
environmental reasons, causing more energy wastage as a result of retransmission of lost
packets. Therefore, EERP algorithm has the worst performance compared with the others.



Appl. Sci. 2023, 13, 605 29 of 37Appl. Sci. 2023, 13, 605 32 of 42 
 

 
Figure 14. Influence of increasing average traffic rate on network lifetime under the second sce-
nario. 

The second experiment of this set studies the network lifetime while varying the 
number of sink nodes under the second scenario. This experiment was conducted by in-
creasing the number of sink nodes in the network from one to three and maintaining the 
average traffic rate λ at three packets per second. Figure 15 shows the variation of network 
lifetime with respect to a different number of sink nodes. The figure shows that introduc-
ing more sink nodes in the network increases the network lifetime. This is because de-
ploying more sink nodes in the network can effectively alleviate the energy–hole problem, 
which helps to balance network energy consumption. However, it can also be seen from 
the figure that the proposed algorithm improves the network lifetime compared to the 
other algorithms, even with an increase in the number of sink nodes. Compared to the 
SMRP and EERP algorithms, the proposed approach can better use its energy-balance fea-
ture due to its new proposed metrics, namely the nodes’ energy consumption load metric 
and the sink load metric. It reveals the first reason behind such results. The second reason 
is that the proposed environment-aware routing as SMRP algorithm can avoid danger 
zones, and thus the routing paths are much less likely to be cut off due to environmental 
reasons. This explains the reason why the EERP gives the worst results, as it does not 
consider environmental impact. Finally, the SMRP and EERP do not take into considera-
tion the link quality to make the routing decisions, which leads to packet loss and, thus, 
more energy consumption due to the retransmission of lost packets. 

Figure 14. Influence of increasing average traffic rate on network lifetime under the second scenario.

The second experiment of this set studies the network lifetime while varying the
number of sink nodes under the second scenario. This experiment was conducted by
increasing the number of sink nodes in the network from one to three and maintaining the
average traffic rate λ at three packets per second. Figure 15 shows the variation of network
lifetime with respect to a different number of sink nodes. The figure shows that introducing
more sink nodes in the network increases the network lifetime. This is because deploying
more sink nodes in the network can effectively alleviate the energy–hole problem, which
helps to balance network energy consumption. However, it can also be seen from the
figure that the proposed algorithm improves the network lifetime compared to the other
algorithms, even with an increase in the number of sink nodes. Compared to the SMRP
and EERP algorithms, the proposed approach can better use its energy-balance feature
due to its new proposed metrics, namely the nodes’ energy consumption load metric and
the sink load metric. It reveals the first reason behind such results. The second reason is
that the proposed environment-aware routing as SMRP algorithm can avoid danger zones,
and thus the routing paths are much less likely to be cut off due to environmental reasons.
This explains the reason why the EERP gives the worst results, as it does not consider
environmental impact. Finally, the SMRP and EERP do not take into consideration the link
quality to make the routing decisions, which leads to packet loss and, thus, more energy
consumption due to the retransmission of lost packets.

6.3.4. Average End-to-End Delay Evaluation

A further series of experiments are carried out in this part to evaluate the suggested
technique in terms of end-to-end latency. Comparisons are made between the proposed
method and SMRP [15] and EERP [23] for the above scenarios under different traffic rates
and a number of sink nodes.
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1. Average end-to-end delay evaluation under the first scenario

This set of simulation experiments examines end-to-end delay at varying traffic rates
and sink node numbers for the first scenario.

First simulation experiment analyses end-to-end delay with average traffic rate. This
experiment varied traffic from three to 11 packets per second using three sink nodes. Traffic
volume affects end-to-end delay (Figure 16). The proposed routing method has the lowest
end-to-end delay compared to SMRP and EERP because it picks the forwarding node
that can transmit data packets within their deadlines based on relaying speed. It also
picks forwarding nodes with a more stable connection to prevent packet loss and resend,
reducing delivery delay.

In the case of SMRP and EERP routing algorithms, packets cannot bypass the lossy
links, which results in an increase in the end-to-end latency due to the retransmission of
lost packets. In addition, they do not support real-time communications, leading to late
delivery of data.

The second experiment examines end-to-end delay with varied numbers of sink
nodes. To test this variation, the number of sink nodes in the network varies from one
to three, while traffic is fixed at three packets per second. Figure 17 depicts end-to-end
delay variation for the first case with varying sink nodes. End-to-end delay reduces as
sink nodes increase, as indicated in the figure. The delivery delay reduces as the average
distance to sink nodes decreases. The proposed algorithm has the lowest end-to-end
delay. The algorithm picks relaying nodes depending on speed, enhancing real-time data
delivery. Improves packet delivery across unstable networks, reducing packet loss and
retransmission delays.
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SMRP and EERP do not include packet loss due to wireless connections’ dynamic
nature. This increases packet loss, which delays delivery due to retransmission. They do
not improve real-time data transmission.

2. Average end-to-end delay evaluation under the second scenario

This simulation experiment shows how end-to-end latency changes with traffic rate
and sinks nodes in the second scenario. The first experiment examines how end-to-end
latency increases with the traffic rate in the second scenario. This simulation experiment
varied the average traffic rate from three to 11 packets per second while maintaining
three sink nodes. Figure 18 shows end-to-end latency vs. traffic volume. This figure
demonstrates that the proposed approach reduces end-to-end latency. The proposed
approach outperformed other algorithms in the first scenario, which is reasonable. The
proposed approach tries to create a data path less likely to be cut off due to environmental
factors than those estimated by SMRP, leading to more reliable links and less delivery delay.
EERP has the greatest end-to-end latency since it ignores external environment impact on
routing performance.
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The second experiment examines end-to-end delay variation with various sink nodes
in the second scenario. The experiment deploys one to three sink nodes while keeping
the average traffic rate at three packets per second. Figure 19 depicts end-to-end delay
variation with a varied number of sink nodes. With additional sink nodes, end-to-end
latency decreases because data packets travel a shorter distance, reducing delivery time.
The proposed algorithm has the least end-to-end delay. In addition to the reasons described
above, the routing paths in the proposed method are less likely to be cut off due to envi-
ronmental factors than those computed using SMRP. Environmental factors easily cut off
EERP’s routing paths since it does not consider how to circumvent danger zones, causing
packet loss and delivery delays. This causes EERP’s excessive end-to-end delay.
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6.3.5. Energy Balance Evaluation

A further series of experiments are carried out in this part with the purpose of evalu-
ating the suggested technique in terms of energy balance, EIF. The proposed approach is
compared to SMRP [15] and EERP [23] for the scenarios mentioned earlier. During running
time, The EIF was calculated to demonstrate the effectiveness of the proposed algorithm in
achieving energy balance. The average traffic rate is set to three packets per second, and
the deadline is set at 700 ms. In addition, the number of sink nodes in the network is fixed
at three nodes.

1. Energy balance evaluation under the first scenario

This simulation aims to study the first scenario’s EIF over time. Figure 20 shows the
first scenario’s EIF over time. EIF grows with runtime, as shown in the figure. In a random
topology, some sink nodes are deployed in regions with several sensor nodes. Some sensor
nodes are only bound to certain sink nodes, resulting in an unbalanced distribution of
sensor nodes. This problem affects the network’s energy variance. It explains why EIF
grows over time.

Figure 20 shows that the proposed algorithm has the lowest EIF. The proposed algo-
rithm’s node energy is closer to the average than existing methods. The EIF shows that
the proposed approach can effectively balance residual energy among sensor nodes. This
also confirms the proposed nodes’ load metric and sink load metric. SMRP and EERP
routing algorithms relay data packets to balance energy consumption. According to the
EIF, residual energy cannot balance energy consumption. This further confirms the pro-
posed nodes’ energy consumption and sink load metrics for improved energy balance. The
proposed technique is superior to SMRP and EERP. Hence, SMRP and EERP have the same
EIF performance.



Appl. Sci. 2023, 13, 605 34 of 37

Appl. Sci. 2023, 13, 605 38 of 42 
 

 
Figure 20. Energy Imbalance Factor (EIF) vs. the running time under the first scenario. 

Figure 20 shows that the proposed algorithm has the lowest EIF. The proposed algo-
rithm’s node energy is closer to the average than existing methods. The EIF shows that 
the proposed approach can effectively balance residual energy among sensor nodes. This 
also confirms the proposed nodes’ load metric and sink load metric. SMRP and EERP 
routing algorithms relay data packets to balance energy consumption. According to the 
EIF, residual energy cannot balance energy consumption. This further confirms the pro-
posed nodes’ energy consumption and sink load metrics for improved energy balance. 
The proposed technique is superior to SMRP and EERP. Hence, SMRP and EERP have the 
same EIF performance. 
2. Energy balance evaluation under the second scenario 

This experiment studies the EIF variation over runtime for the second scenario. Fig-
ure 21 shows the variation of EIF over simulation time for the second scenario. As shown 
in the figure, the EIF increases with increasing the simulation time for the same reasons 
described before. As in this scenario, the environmental data are assumed to be outside 
the normal range, and a number of routing paths are much more likely to be cut off due 
to environmental reasons. Therefore, the data transmission becomes more and more con-
centrated, further aggravating the network’s energy imbalance. This explains why the re-
sulting EIF for the second scenario is worth more than that under the first scenario. How-
ever, it is clear that the proposed algorithm achieves the minimum EIF compared with the 
others. This is evidence that the proposed algorithm provides a more effective energy bal-
ance than SMRP and EERP routing algorithms. 

Figure 20. Energy Imbalance Factor (EIF) vs. the running time under the first scenario.

2. Energy balance evaluation under the second scenario

This experiment studies the EIF variation over runtime for the second scenario.
Figure 21 shows the variation of EIF over simulation time for the second scenario. As
shown in the figure, the EIF increases with increasing the simulation time for the same
reasons described before. As in this scenario, the environmental data are assumed to be
outside the normal range, and a number of routing paths are much more likely to be cut
off due to environmental reasons. Therefore, the data transmission becomes more and
more concentrated, further aggravating the network’s energy imbalance. This explains why
the resulting EIF for the second scenario is worth more than that under the first scenario.
However, it is clear that the proposed algorithm achieves the minimum EIF compared with
the others. This is evidence that the proposed algorithm provides a more effective energy
balance than SMRP and EERP routing algorithms.

6.3.6. Complexity Evaluation

This experiment evaluates the overall complexity of the proposed algorithm in terms
of processing time required in comparison to SMRP [15] and EERP [23] routing algorithms.
Figure 22 shows the overall complexity in terms of processing time required. The figure
shows that the proposed algorithm requires a longer processing time than SMRP and
EERP. Therefore, the complexity of the proposed algorithm is higher than that of the
other algorithms. That’s to say, the proposed algorithm needs more computational energy.
However, in WSNs, energy consumption in communication has been recognized as the
main source of energy consumption, and it costs much more than computation energy
consumption. However, this disadvantage in complexity cannot compensate the good
performance in network PDR, network lifetime, delivery delay, energy balance, and packet
miss ratio.
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7. Conclusions

This paper introduced a new routing technique for WSNs with multiple sinks. The
proposed routing approach is energy-aware, real-time, and environmentally conscious,
taking into account load balancing, environmental data, network quality, latency, hop count,
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and sink load metric. The environmental factors are modeled so the routing algorithm
can avoid highly dangerous areas. The method was compared to two newly released
algorithms, SMRP and EERP, and several equations were modified, as well as more realistic
factors that should be considered throughout the routing process. The proposed algorithm
has a higher time complexity compared to comparison algorithms, which is a disadvantage.
However, there is a trade-off between performance and temporal complexity. In the future,
we will aim to expand our proposed routing algorithm to mobile multi-sink WSNs.
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