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Featured Application: Provide the compressive strength of fiber reinforced polymer confined
concrete specimens with machine learning tools based on real, experimental measurements.

Abstract: Accurate estimation of the mechanical properties of concrete is important for the develop-
ment of new materials to lead construction applications. Experimental research, aided by empirical
and statistical models, has been commonly employed to establish a connection between concrete
properties and the resulting compressive strength. However, these methods can be labor-intensive
to develop and may not always produce accurate results when the relationships between concrete
properties, mixture composition, and curing conditions are complex. In this paper, an experimental
dataset based on uniaxial compression experiments conducted on concrete specimens, confined using
fiber-reinforced polymer jackets, is incorporated to predict the compressive strength of confined
specimens. Experimental measurements are bound to the mechanical and physical properties of the
material and fed into a machine learning platform. Novel data science techniques are exploited at first
to prepare the experimental dataset before entering the machine learning procedure. Twelve machine
learning algorithms are employed to predict the compressive strength, with tree-based methods yield-
ing the highest accuracy scores, achieving coefficients of determination close to unity. Eventually, it is
shown that, by carefully manipulating experimental datasets and selecting the appropriate algorithm,
a fast and accurate computational platform is created, which can be generalized to bypass expensive,
time-consuming, and susceptible-to-errors experiments, and serve as a solution to practical problems
in science and engineering.

Keywords: FRP; fiber-reinforced polymers; concrete confinement; compressive strength; machine
learning; feature engineering; dimensionality reduction

1. Introduction

The incorporation of novel computational techniques in industrial and construction
applications has made a major breakthrough during the last decade, driven by sustainabil-
ity and environmentally friendly solutions [1]. The effectiveness of these methods has been
assessed in a variety of contexts due to the complexity and nonlinear behavior of structural
elements [2]. Various numerical and analytical models, based on either experimental or
simulation results, have been proposed and improved our understanding of phenomena
taking place during the life cycle of a material [3]. At the heart of each model, there is data
science. The wealth of data produced has opened the way to scientists and engineers to
incorporate it on new statistical techniques and methods and suggest novel functional ma-
terials that perform best under specific environmental conditions due to their user-defined
inherent characteristics, and which may be exploited by most scientific and technological
domains [4]. The majority of data-driven methods being incorporated rely on concepts
derived from artificial intelligence (AI) theory.
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Machine learning (ML), as a subfield of AI, refers to the extraction of computational
models able to reveal linear/non-linear relationships and patterns directly from data
that would be difficult to obtain using common statistical methods. Predictive models
are drawn, and the key is to remain bound on established physical laws [5]. Available
ML algorithms dive deep into data, are being trained on data behavior and are capable of
providing accurate predictions either in a supervised or an unsupervised learning approach.
In supervised ML, input data characteristics are known a priori, while in unsupervised
learning, the algorithm seeks hidden patterns inside unlabeled data, first [6]. ML algorithms
are evolving on the basis of capturing data behavior while, in parallel, trying to eliminate
less relevant input features, driven by explainability, which is currently a prerequisite for
novel AI techniques [7].

The question of whether data-driven methods and ML fit to a problem or not is a
subject of investigation. The existence of a certain amount of problem-specific data is
critical in order to conduct the investigation. In practical applications, such as those in
the construction and building sector, research data are acquired via expensive and time-
consuming experiments, providing only a portion of the amount of data needed for an
ML model to function effectively [8]. When simulation data are incorporated and data
seem sufficient, excessive computational cost may arise if the number of input features
entering the model is large. Moreover, possible input correlations may also exist, and
further statistical analysis tools must be exploited [9].

This is a popular field for ML, suggesting efficient data preprocessing methods,
application-specific algorithms based on simple architectures [10] or deep neural net-
works [11], and various output configurations, from numerical predictions to differential
equation solving [12] and analytical equation extraction [13]. More specifically, in the
field of construction and building industry, ML techniques have been employed to predict
concrete properties that affect its strength and quality measures, such as the compressive
strength, fc [14]. The compressive strength may be affected by the concrete mix propor-
tion [15], the addition of various substances, such as fly ash or ground granulated blast
furnace slag [16], the amount of steel or polymer fibers in its content [17] or its structural
and mechanical properties [18]. In all cases, the available databases have been widely
exploited to apply novel ML methods to extract the properties of interest.

Care has to be taken so that only high-quality data are exploited, preventing the con-
sideration of erroneous, missing or redundant information [19]. In this paper, an extensive
statistical analysis on the implied dataset and advanced feature engineering concepts for
data curation are incorporated before data enter the ML computational flowchart. Feature
engineering is capable of extracting relevant features from raw data and transforming
them into a suitable format for ML models. It involves selecting, creating, and transform-
ing variables that can be used to predict the outcome of interest in order to improve the
performance of the model by making the data more relevant, informative, and predictive.

The ML stage involves the application of 12 different ML algorithms, from purely
linear to highly non-linear implementations, to predict fcc values only from data. A key
issue is the algorithm choice, which is vital for achieving increased prediction accuracy for
the model. From an extensive computational analysis, it is concluded that the random forest
(RF) algorithm has shown low error and superiority over prediction accuracy, reaching a
value for the coefficient of determination of R2 = 0.957, while linear-based algorithms fail
to fit on the specific dataset.

This paper suggests an integrated framework of predicting construction material
properties which may be complementary to experiments or traditional simulation tech-
niques and complex mathematical analysis, and, in many cases, replace them, only by
considering input information related to structural and mechanical parameters of the speci-
men. Therefore, unknown property values can be instantly obtained by ML in cases where
experiments are difficult to perform, for example, in extreme pressure conditions. Apart
from the prediction of the concrete compressive strength, this method can be expanded to
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the prediction of other properties of interest, as well, and attain a central role in guiding
construction applications.

Next, the description of the dataset is given, containing an adequate number of real
experimental measurements, more than any relevant study in the field (to our knowledge).
The pre-processing stage is also analyzed, presenting a computational approach that
considers the input correlations report, a partial dependence analysis, an overfitting test,
a feature importance estimation, and a dimensionality reduction technique that aims to
minimize the number of input parameters to further reduce calculation time and simplify
the model. The ML computational framework is finally presented, with measures of
accuracy to guide the appropriate algorithmic implementation.

2. Experimental Database and Methods
2.1. System Model

A database of 1476 experimental measurements has been incorporated in this paper,
focusing on the fiber-reinforced polymer (FRP) confined concrete compressive strength,
fcc, as a function of specimen geometric parameters and mechanical properties of FRP and
concrete [20]. In a similar work, fcc has been predicted by ML methods with satisfying
accuracy based on 780 literature results [21]. Our approach (Figure 1) integrates feature
engineering concepts for effective data curation and novel ML algorithms to decide on
the mapping between input parameters and the output variable, along with fundamental
concepts to argue the results.
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Figure 1. ML approach to predict concrete compressive strength from experimental data.

More specifically, the experimental database is created by tabulating eight independent
input parameters that can be used to evaluate the compressive strength of the material.
Feature engineering concepts are exploited before data enters the ML flow. After extensive
testing, all eight inputs are examined on their correlation with each other, and their partial
effect on the output is evaluated. Care is also taken on overfitting prevention. Overfitting
is a common problem in supervised ML, where a model becomes too closely tailored to
training data, resulting in poor generalization to new, unseen data [22]. To address this
issue, it is important to carefully monitor the model’s fit during training and use techniques
such as regularization and the chi-squared test to prevent overfitting. The pre-processing
stage also involves dimensionality reduction techniques, such as the Principal Component
Analysis (PCA). This method linearly transforms the given inputs to a smaller number
of new inputs, which, oftentimes, produce almost similar accuracy to the original inputs
when fed to an ML model, but with less computational burden.

A total of 12 different ML algorithms are evaluated on their performance for the specific
dataset. These algorithms are divided into five categories: based on their architecture, linear-
based, kernel-based, instance selection, tree-based, and neural network-based. Apart from
selecting the optimal choice for compressive strength prediction, this detailed investigation
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is an additional tool for overfitting prevention, as conclusions on their applications are
drawn upon their different behavior on data.

2.2. Dataset Characteristics

The process of concrete confinement with FRP composites has been found to signif-
icantly improve compressive strength. Concrete is known to significantly expand when
subjected to uniaxial unconfined compression. It has been shown that when a material
with high axial strength such as a fiber reinforced polymer is used for confinement, the
unconfined concrete compressive strength increases significantly [23,24]. The increase is
related to the confining material properties since it reacts to concrete’s lateral expansion
and gets axially stressed. Therefore, higher concrete confined strength is obtained when
FRPs with higher tensile strength are used for confinement [23,25]. The most common
composites used for confinement are based on aramid, carbon, and glass fibers. Data points
used in this study originate from a purely experimental dataset covering various FRP
confined concrete cylindrical specimens [15]. The experimental database incorporates all
concrete strength categories, along with different types of confining FRP materials. The
total number of conducted experiments made for each category is provided in the last
column of Table 1. The experiments were all conducted in short, circular, column-like
specimens with diameters varying from 50 to 100 mm and lengths from 100 to 316 mm.

Table 1. Specimen characteristics.

Specimen Type Concrete Strength Description N

A: AFRP-H High Aramid FRP 25
B: AFRP-N Normal Aramid FRP 67
C: CFRP-H High Carbon FRP 135
D: CFRP-L Low Carbon FRP 22
E: CFRP-N Normal Carbon FRP 574
F: GFRP-H High Glass FRP 53
G: GFRP-N Normal Glass FRP 234

H:
HM_UHM_CFRP-H High High Modulus

Carbon FRP 24

I: HM_UHM_
CFRP-N Normal High Modulus

Carbon FRP 50

J: UB_TUBE_H High FRP Tubes 114
K: UB_TUBE_N Normal FRP Tubes 178

Total 1476

There are eight possible input parameters that affect the output of confined com-
pressive strength. Table 2 provides a brief description and statistical information on the
inputs and the output. These refer to geometrical characteristics of the concrete specimens
(diameter, D, and height, H), FRP layer properties (thickness of the FRP, t, and number
of FRP layers, L), as well as measures of mechanical properties, such as the respective
unconfined concrete strength, fco, (without FRP layers), the elastic modulus, Ef, and the
FRP ultimate tensile stress and strain, ff and εfu, respectively.

The partial dependence plot given in Figure 2 expresses the average marginal effect
on the compressive strength when each one of the eight input variables changes, while,
in parallel, the remaining inputs are fixed. It is observed that the effect of fco on fcc is
crucial, since, if all other inputs remain constant, as fco spans from its minimum to its
maximum value, fcc is significantly altered (Figure 2c). Similar fcc behavior is acquired for
the t parameter (Figure 2g). These two parameters denote that the unconfined concrete
strength and the FRP thickness, i.e., the main structural components of the specimen, mostly
characterize the compressive strength. The number of FRP layers, L, seems important only
for the first layers, while its increase after a certain value does not provide extra strength
(Figure 2h). Geometrical characteristics D and H, (Figure 2a,b, respectively) are only
negatively affecting fcc when they have small values (i.e., small specimens), while this effect
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is no longer valid for larger specimens. FRP elastic modulus, Ef, and tensile strength, ff,
are two features that have an important impact on fcc, as can be seen from the respective
Figure 2d,e. On the other hand, fcc is only slightly affected by the change of the FRP ultimate
tensile strain, εfu (Figure 2f).

Table 2. Dataset parameters and statistical properties.

Variable Description Mean Min Max

D Concrete specimen diameter (mm) 152.36 47.00 600.00
H Concrete specimen height (mm) 316.57 100.00 1200.00
fco unconfined concrete strength (MPa) 46.41 6.20 169.70
Ef FRP elastic modulus (GPa) 160.96 2.63 640.00
ff FRP ultimate tensile stress (MPa) 2553.87 75.00 4900.00

εfu FRP ultimate tensile strain (%) 1.85 0.22 5.14
t total FRP thickness (mm) 0.92 0.06 15.00
L number of FRP layers 2.79 1.00 28.00
fcc confined compressive strength (MPa) 86.09 12.80 303.60
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2.3. Input Correlations

The 1476 points dataset is divided into two parts, a training set (80%) to feed the
model and a testing set (20%) for comparison with ML predicted values. Input data are
pre-processed before being fed to the ML pipeline. This normalization stage aims to restrict
the input parameters in the range given by

x =
x− xmin

xmax − xmin
(1)

and, next, a correlation test is applied for all input features to check for independency.
Figure 3 is the correlation matrix, which depicts the correlation coefficients between input
variables. Values range from −1 to 1, where −1 indicates a strong negative correlation,
0 indicates no correlation, and 1 indicates a strong positive correlation. If two variables are
highly correlated (negatively or positively), it may be necessary to remove one of them
from the model to avoid overfitting or to improve the model’s performance. It is observed
that some kind of correlation exists between D and H, Ef and ff, and t and ff, though further
investigation is needed to clear out if these input pairs may be omitted from the model.
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The variation inflation factor (VIF) is a popular measure and is employed to provide
an estimate of high-multicollinearity between variables

VIF =
1

1− R2
i

(2)

where R2
i the coefficient of determination. As a general rule, if VIF > 10 for a specific input,

then this input can be omitted from the model. Our calculations have given the values
presented in Table 3, where it is shown the ML model is to run with all eight available
input parameters.
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Table 3. Values for the VIF.

D H fco Ef ff εfu T L

VIF 4.53 4.52 1.06 4.49 3.85 2.08 2.31 1.49

2.4. Chi-Squared Test

Various techniques have been employed to eliminate overfitting in prediction methods.
Overfitting occurs when a data-driven model sticks on training data and fails to predict
when new data are introduced. Even though algorithmic metrics may show increased
accuracy, this may be a false result. The chi-squared test is utilized to ensure that all input
features are statistically significant [26] and a difference that may be observed between
observed and expected values is due to a hidden relationship between them or at random.
It is given by:

χ2 =
R

∑
i=1

K

∑
j=1

(
Oij − Eij

)2

Eij
(3)

where, Eij the expected value, Oij the observed value, and RxK the total outcome number.
The test has given all p-values below the 0.05 threshold, above which it would be implied
that there exists a relationship between the observed and the expected value.

2.5. Dimensionality Reduction

The incorporation of a dimensionality reduction technique such as principal compo-
nent analysis (PCA) [27] can harness the vast number of input parameters observed in data
science applications. PCA acts on data by diminishing the number of input features into
fewer, without significant loss of information compared to the all-feature instance, and is an
important pre-processing step before feeding data to the appropriate algorithm. This may
be a challenging task, since one would have to incorporate both domain knowledge and a
good understanding of the algorithmic learning procedure [28]. It has been successfully
applied to construction data [29].

PCA is employed to approximate the variation in p prediction variables using k < p
transformed components. The result is a smaller number of input variables that still
explain most of the data variance. The eight-input data set, after the application of the PCA
algorithm, is transformed into a six-component set. PCA component values are shown in
Table 4. Every PCAi component (i = 1–6) is given by

PCAi =
6

∑
j=1

wj × xj (4)

Table 4. PCA components, with PCA1-6 having impact on data calculations. Grey-shaded cells are
removed from calculations.

PCA1 PCA2 PCA3 PCA4 PCA5 PCA6 PCA7 PCA8
D 0.256 0.613 0.062 0.152 −0.178 −0.014 −0.422 −0.567
H 0.251 0.619 0.037 0.119 −0.182 −0.089 0.441 0.549
fco −0.037 −0.283 0.577 0.158 −0.748 0.024 0.026 −0.002
Ef −0.498 0.247 0.341 −0.012 0.219 0.213 0.558 −0.412
ff −0.484 0.169 0.122 0.471 0.147 0.330 −0.463 0.395

εfu 0.193 −0.222 −0.394 0.757 −0.052 0.187 0.316 −0.217
t 0.512 −0.072 0.266 −0.171 0.195 0.769 −0.004 0.059
L 0.299 −0.128 0.552 0.336 0.515 −0.458 −0.024 0.014

The elbow criterion of a scree plot has been incorporated to depict the desired number
of inputs. The scree plot in Figure 4 presents the number of components vs. the proportion
of the variance explained. The first six out of the total eight components are selected since
they achieve 93.4% variance.
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3. Machine Learning Algorithms

Some of the well-established ML algorithms which have found fields of applicability in
material science and engineering presented here lie in five major categories [30]: (a) linear-
based, (b) kernel-based, (c) tree-based, (d) perceptron-based, and (e) instance selection. The
choice of twelve different ML algorithms that have different mechanisms to be trained on
data is a further step towards overfitting elimination.

3.1. Linear-Based Algorithms
3.1.1. Multiple Linear Regression

Regression analysis is incorporated to examine the relationship between a dependent
variable and one or more independent variables. In the case of only one independent variable,
it is referred as univariate regression, while multiple linear regression (MLR) is considered
when multiple independent variables are concerned [31]. MLR involves the linear combination
of n independent input variables to determine the dependent variable Y as

Y =
n

∑
i=1

wiXi + b (5)

where w1, w2 I., wn are weights imposed on the respective X1, I, . . . , Xn independent input
and b a bias term.

3.1.2. Ridge Regression

Ridge regression is a regularization, linear regression technique, incorporated for
estimating multiple linear regression coefficients when linear regression fails to capture the
behavior of the data. If there are cases where the input variables are non-orthogonal, MLR
fails to give proper weight to the individual explanatory variables used as predictors [32].
Ridge Regression may produce accurate predictions with less training data compared
to MLR [33,34].

3.1.3. LASSO Regression

The least absolute shrinkage and selection operator (LASSO) regression technique is
also a type of linear regression. Its methodology relies on using shrinkage and feature se-
lection to select a small, predictive subset of features from a high-dimensional data set [35].
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3.2. Kernel-Based Algorithms
3.2.1. Support Vector Machines

Support vector machines (SVMs) are a well-established and effective method for
classification and regression analysis [36]. They utilize kernel functions to transform the
input data into a higher dimensional space, allowing for easy generalization despite the
increased computational demands. Kernel functions may be linear, polynomial, or radial
basis functions (RBF). SVM’s versatility makes it effective for a wide range of data analysis
problems. However, due to its multi-parametric nature and error sensitivity, advanced
schemes, such as the fuzzy weighted SVM, have been proposed [37].

3.2.2. Gaussian Process Regression

Gaussian process (GP) regression is based on Gaussian probability distribution and
can be incorporated for non-linear data analysis problems. It utilizes input data as evidence
to predict an unknown function [38]. It originates from Bayesian probability theory, where
the search methodology involves centering around a prior function in the beginning, and
a posterior function, after evidence has been extracted from the process, and is closely
connected to other regression techniques.

A GP model, before conditioning on data, is unanimously specified by its mean and
covariance functions (e.g., the kernel) [39]. Covariance employs the assumptions about the
function to learn and it is the main ingredient to guide the GP predictor. Popular kernels
incorporated are the squared exponential, the linear, and the radial basis function (RBF).

3.3. Tree-Based Algorithms
3.3.1. Decision Trees

Decision trees (DT) is a tree-based technique, where each node represents a deci-
sion/calculation function, which, depending on the outcome, passes its output either
towards a leaf (a final node) or another node where a new decision is taken. By following
the path from the upper node to the final decision leaf, the desired predicted output is
reached. Input features are randomly selected to enter each node and new features enter the
decision procedure as the tree evolves. The DT algorithm is easily applied to ML problems;
nevertheless, oftentimes, overfitting might come up and additional statistical data curation
techniques are needed to confront this [40].

3.3.2. Random Forest

An RF algorithmic structure is made up of multiple decision trees working together.
Each tree makes its own prediction, and the final prediction is determined by taking their
average. Increasing the number of trees in the forest typically leads to higher accuracy, as it
reduces the likelihood of overfitting. This makes the RF algorithm a very effective tool that
has been used in many successful applications [41–43].

3.3.3. Gradient Boosting

Gradient boosting (GB) is also a very popular family of tree-based algorithms. The
unique aspect of this method is that it combines different individual functions, or learners,
to create an ensemble function that has enhanced prediction capabilities. GB acts in
three steps during the tree creation: The process optimizes the performance of the loss
function by identifying the weaker learner and improving its accuracy through the addition
of more trees [44].

3.4. Perceptron-Based Algorithms
Multi-Layer Perceptron

The Multi-Layer Perceptron (MLP) is a type of neural network that consists of multiple
layers, including the input, output, and hidden layers. The number of hidden layers is
typically determined through experimentation. The flow of data between neurons in an
MLP is driven by the activation functions applied to each internal node and the weight
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function applied to each input. These weights are adjusted during training to minimize
the error between the predicted and the expected output. MLP training is performed
iteratively, using backward computation and gradient-based learning (e.g., the Stochastic
Gradient Descent).

Notwithstanding the fact that MLPs are probably the most favorable choices in ML
concrete properties prediction applications [45,46], their multi-parametric implementation
may, on the other hand, pose difficulties in model convergence, trapping local minima
and overfitting [47].

3.5. Instance-Selection
k-Nearest Neighbors

The k-Nearest Neighbors (k-NN) algorithm decides on the classification of a new
data point by looking at the k closest training data points and using a distance metric
to determine their similarity. In this case, the Euclidean distance is used to calculate the
distances between the test data point and the training data points. The distances are then
sorted and the most commonly occurring label among the first k distances is chosen as
the prediction. Each sample includes both the input vector and the desired output [42].
Mainly incorporated in classification problems, k-NN lacks in generalization and can be
significantly slow in regression problems. From a technical aspect, k-NN stores all training
data during testing, and this can lead to slower execution times and increased memory
load, especially for big data applications [48].

3.6. Measures of Accuracy

An ML algorithm is tested on its accuracy with several calculated metrics that generally
describe the fitting of input data to the proposed ML output. To evaluate the success of
the proposed algorithm, one can use various error statistics, such as the coefficient of
determination, R2, mean absolute error, MAE, root mean squared error, RMSE, average
absolute deviation, AAD, and the Akaike information criterion, AIC, as shown in Table 5.

Table 5. Metrics used to characterize a method’s accuracy.

Metric Formula

Coefficient of determination
(

R2)
(y∗exp. is the mean value of the expected output) R2 = 1−

∑N
i=1

(
y∗exp.,i−y∗exp.

)2

∑N
i=1

(
y∗exp.,i−y∗pred,i

)2

Mean Absolute Error (MAE)(
Yi = y∗exp,i − y∗pred,i and Y = 1

n

n
∑

i=1
Yi)

MAE = 1
n

n
∑

i=1

∣∣Yi −Y
∣∣

Root Mean Squared Error (RMSE) RMSE =

√
1
n

n
∑

i=1

(
Yi −Y

)2

Average Absolute Deviation (AAD) AAD(%) = 100
n

n
∑

i=1

∣∣∣y∗exp,i−y∗pred,i

∣∣∣
y∗exp,i

Akaike Information Criterion (AIC)
(k: number of parameters in the model,

L:{\displaystyle {\hat {L}}} max value of the
likelihood function)

AIC = 2k− 2 ln
(

L̂
)

The coefficient of determination is a measure of the goodness of fit of a regression
model. It represents the proportion of the variance in the dependent variable that is
explained by the model. It ranges from 0 to 1, with a higher value indicating a better fit.
MAE is a measure of the difference (absolute) between predicted values and observed
values, while RMSE is calculated by taking the square root of the average of the squared
differences between the predicted and the observed values. AAD is calculated by taking
the average of the absolute differences between the predicted and the observed values. AIC
measures the relative quality of a statistical model. It is used to compare multiple models
and select the one that best fits the data, where lower AIC value indicates a better model.
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All these statistic measures clearly depict how well the proposed method predicts the
actual values.

4. Results and Discussion

Measures of accuracy for the confined compressive strength (fcc) dataset employed for
every algorithm are provided in Table 6. They can be examined in parallel to the identity
plots of Figure 5, where fcc experimental values are compared to fcc predicted values, in
terms of how close to the 45◦ line they stand. In cases where training and testing points are
shown scarcely distributed away from the 45◦ line, this is evidence of poor fitting to the
specific algorithm. It has been found that algorithms with a tree-like structure, such as RF,
GBR, and DT, have demonstrated the best performance for all metrics for the compressive
strength prediction, since all data points examined are set close to the 45◦ line. Satisfying
results have also been calculated through the k-means and the MLP models.

Table 6. Calculated metrics for all ML algorithms applied to the dataset for all eight inputs.

R2 MAE RMSE AAD AIC

MLR 0.767 18.05 25.84 21.72 2755.38
Lasso 0.765 18.27 25.68 21.93 2753.81
Ridge 0.767 18.05 25.83 21.72 2755.33

SVR-lin 0.702 17.67 30.44 20.48 2846.65
SVR-rbf 0.825 17.32 26.06 20.33 2728.42

SVR-poly 0.918 9.94 16.24 11.37 2476.21
GP 0.758 19.91 26.92 25.23 2779.82

k-NN 0.921 10.27 15.59 12.30 2459.17
DT 0.933 8.92 14.64 10.47 2422.61
RF 0.957 7.52 11.58 8.82 2283.46

GBR 0.934 9.06 14.22 10.94 2404.13
MLP 0.919 10.89 15.79 12.52 2463.32

More specifically, the RF algorithm (Figure 5j) achieves the highest R2 score, and this
verifies that the implied regression model achieves fine fitting. This outcome agrees to
the results obtained in [49], where RF has been found to provide accurate predictions in
similar applications even with no parameter tuning. Fine fitting is further verified by
the minimum values obtained for the absolute and the squared error, MAE and RMSE,
respectively. The calculated AAD metric denotes that the variability of RF predicted values
around the experimental ones is low. Another important evidence is the AIC value, which
estimates the unknown parameters in terms of the Maximum Likelihood Principle [50]. In
search of the best regression model, it is proposed that it is preferable to choose the one
with minimum AIC value [51]. It is also important to note that our RF model achieves one
of the highest accuracy metrics, compared to what is shown in the literature (more details
can be found in the recent review of Chaabene et al. [52]).

The tree-based, ensemble GBR algorithm (Figure 5k), along with the DT (Figure 5i),
have also performed similarly to RF, with high R2 score and low MAE, RMSE, and AAD
values. The AIC criterion denotes slightly better performance for GBR compared to DT.
Apart from the tree-based methods, the instance selection algorithm, k-NN, is also a good
choice for predicting the compressive strength, followed by the polynomial-SVR. On the
other hand, the remaining linear-based algorithms (MLR, Ridge, Lasso, in Figure 5a–c) and
kernel-based (SVR-linear, SVR-rbf, GP, in Figure 5d,e,g, respectively) have shown smaller
accuracy metrics.

At first sight, this is evidence that the dataset incorporated clearly presents non-linear
behavior. All linear ML algorithms have failed to reproduce the experimental data. On the
other hand, kernel-based methods cannot be excluded from such applications, since they
have shown remarkable performance in various material prediction models, especially in
computationally intensive applications near the atomic scale [53,54]. For the GP algorithm,
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of particular importance is how to select the kernel function and model parameters need to
be recursively optimized to achieve the optimal result [38].
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line shows the perfect match.

Measures and predictions obtained after the incorporation of the PCA technique,
which reduces the initial eight parameter space to six, are shown in Table 7 and Figure 6.
If examined individually, Table 7 follows the same trend as the values in Table 6. The
tree-based algorithms have achieved maximum measures of accuracy compared to linear-
and kernel-based ones. If these values are compared to the eight-input case in Table 6, it is
observed that R2 scores are slightly lower for all cases. From a general point of view, PCA
has trivial impact on linear- and kernel-based algorithms, e.g., the algorithms that have
shown poor performance during the eight-input data flow (see Table 6 and Figure 5).
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Table 7. Calculated metrics for all ML algorithms applied to the dataset for the reduced case with six
PCA inputs.

R2 MAE MSE AAD AIC

MLR 0.749 19.01 26.39 23.38 2769.66
Lasso 0.748 18.92 26.32 23.57 2768.43
Ridge 0.749 19.01 26.39 23.38 2769.62

SVR-lin 0.749 17.31 26.56 20.19 2774.11
SVR-rbf 0.790 16.63 26.31 21.43 2753.01

SVR-poly 0.883 12.82 18.66 15.17 2565.71
GP 0.748 20.02 27.59 26.69 2795.89

k-NN 0.883 10.42 18.69 12.19 2564.77
DT 0.880 10.38 19.12 12.18 2579.17
RF 0.903 9.72 17.13 11.91 2514.28

GBR 0.883 9.97 18.67 12.07 2566.18
MLP 0.885 12.57 18.60 15.18 2559.64
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ration of six PCA inputs instead of the original eight) in identity plots being the output of 12 different
algorithms, (a) MLR, (b) LASSO, (c) Ridge, (d) SVR-linear kernel, (e) SVR-RBF, (f) SVR-polynomial,
(g) GP, (h) k-NN, (i) DT, (j) RF, (k) GBR, and (l) MMLP. The 45◦ line shows the perfect match.
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Nevertheless, there is significant loss of accuracy in terms of RMSE, MAE, and AAD
and for RF, DT, GBR, MLP, and SVR-poly (see Table 8). The k-NN has also shown significant
RMSE increase.

Table 8. Measures of accuracy comparison. Values for each measure correspond to the percentage of
loss when the all-input case is substituted by the six PCA inputs case.

R2 MAE RMSE AAD AIC

MLR 2.35% 5.32% 2.14% 7.64% 0.52%
Lasso 2.22% 3.56% 2.49% 7.48% 0.53%
Ridge 2.35% 5.32% 2.15% 7.64% 0.52%

SVR-lin 6.70% 2.04% 12.72% 1.42% 2.55%
SVR-rbf 4.24% 3.98% 0.95% 5.41% 0.90%

SVR-poly 3.81% 28.97% 14.90% 33.42% 3.61%
GP 1.32% 0.55% 2.52% 5.79% 0.58%

k-NN 4.13% 1.46% 19.89% 0.89% 4.29%
DT 5.68% 16.37% 30.57% 16.33% 6.46%
RF 5.64% 29.26% 47.95% 35.03% 10.11%

GBR 5.46% 10.04% 31.37% 10.33% 6.74%
MLP 3.70% 15.43% 17.74% 21.25% 3.91%

It has to be noted that the application of the PCA technique here is given for compari-
son reasons. The number of available experimental data and the eight input features do
not primarily demand increased computational time to run on modern hardware sources,
and all inputs can be processed effectively. However, it is clearly depicted that during a
computational process of predicting material properties, when and if needed, PCA can be
successfully introduced. The experimental research efforts from our team continue and
future work is going to enrich the dataset with more input and output properties, and this
is certainly a field of application.

As one of the primary goals of materials science and engineering research is to de-
velop novel materials that perform optimally under specific conditions, it’s important to
understand how and which features affect its behavior. Results can be found in sensitivity
analysis to identify the importance of each input variable in the prediction process. Taking
in mind all (eight) model input parameters, characteristic feature importance plots to argue
on each input significance on the final prediction are presented next. This investigation is
made on an algorithmic basis.

Figure 7 presents the most important input features for four of the algorithms investi-
gated here by incorporating the FeatureImportances() function from the YellowBrick python
package [55]. All algorithms agree that the most significant feature is fco, i.e., the unconfined
concrete strength. The two more accurate tree-based algorithms according to Tables 6 and 7,
RF and GBR (in Figure 7c,d, respectively), also consider the number of FRP layers, L, and
the FRP ultimate axial strength, ff, of increased importance.

These findings are very important, as they may be a valuable tool for application engi-
neers, as it can depict the proper material to use in relevant applications. The unconfined
concrete strength, being the basis for the calculations before the layered composite material
is applied around the cylindrical specimen, is of outmost importance, followed by the
number of layers, L, (carbon, glass or aramid) to be wrapped around it. To reach even more
accurate predictions on the obtained confined compressive strength, one has to further take
in mind the effect of the FRP thickness, t, and the FRP Young’s modulus, Ef. The remaining
input parameters, such as the specimen diameter, D, and height, H, the ultimate tensile
strength of the FRP, ff, and the ultimate FRP strain, εfu, are of small importance.
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5. Conclusions

Structural engineering applications can be analyzed and processed through structure–
property relations that are clearly dependent on the input variables. When analytical models
are not at hand, ML and statistical methods may be an effective alternative to describe
these dependencies using purely data driven methods, overcoming timely and expensive
experimental procedures. This paper employs an extended database of experimental
measurements that fully describe the mechanical and physical properties of FRP confined
concrete specimens and suggests an ML platform to predict the compressive strength of
confined concrete.

Feature engineering concepts are first explored to prepare the dataset and make it
more relevant, informative, and predictive. Correlation tests, in the form of a correlation
matrix and a VIF test, have spotted no correlations between input features. Moreover, a
partial dependence calculation has been performed. This has shown that the effect of the
structural FRP parameters, i.e., the unconfined concrete strength, fco, and the FRP thickness,
t, are the primary components affecting mostly the FRP compressive strength. This can
be useful to drive future optimization of specimens considered for relevant applications.
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Furthermore, dimensionality reduction techniques such as PCA are also leveraged to
minimize the number of independent input features, providing a means of calculation
boost. It has been shown that by considering six independent input features derived from
PCA, one can replace the original eight-input dataset, achieving 93.4% variance.

The key element of the proposed model is the ML algorithm. All algorithms pre-
sented here have shown that they are capable of providing accurate predictions in a
wide-parameter space, even in the presence of noise in the observations, which is due to
the experimental measurements. The suggested tree-based ML algorithms investigated
on the problem perform well and may be incorporated in similar applications without
evidence of overfitting, as also verified using a statistical chi-squared test. More specifically,
the RF algorithm has achieved optimal measures of prediction accuracy. As for the implied
trees inside the RF structure, the feature importance procedure exploited here has revealed
that decisions are mainly driven by the significant parameter fco. The remaining input
parameters, such as the number of FRP layers, FRP thickness, FRP ultimate tensile stress,
diameter and height of the cylindrical concrete specimens, FRP ultimate tensile strain, and
FRP elastic modulus, can be employed for the model refinement.

Overall, the detailed data science and ML procedure suggested in this paper can
aid scientific and engineering applications towards imbuing existing and newly created
knowledge into computational models by overcoming the traditional pathway, which often
demands either expensive experimental procedures or computationally and hardware-
intensive techniques.
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