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Abstract: Parcel storage provides last-mile delivery services as part of the logistics process. In order
to build an intelligent system for parcel storage, we conducted a study on parcel box recognition
using AI’s deep learning technology. Box detection and location estimation studies were conducted
using the YOLOv5 model for parcel recognition, and this model is presently being applied to many
studies because it has excellent object recognition and is faster than previous models. The YOLOv5
model is classified into small, medium, large, and xlarge according to the size and performance of
the model. In this study, these four models were compared and analyzed to perform an experiment
showing the optimal parcel box recognition performance. As a result of the experiment, it was
determined that the precision, recall, and F1 of the YOLOv5large model were 0.966, 0.899, and 0.932,
respectively, showing a stronger performance than the other models. Additionally, the size of the
YOLOv5large is half that of YOLOv5xlarge, and the YOLOv5large showed the optimal performance
in object recognition of the parcel box. Therefore, it seems that the basis for building an intelligent
parcel storage system, which shows optimal efficiency in real time using the YOLOv5large model,
can be laid through the parcel object recognition experiment conducted in this study.

Keywords: parcel storage system; e-commerce logistics; object detection; YOLOv5; box detection

1. Introduction

In 2021, global e-commerce sales reached $5945 trillion, up 19.5% from 2020. Among
them, Korea ranked 5th in the worldwide e-commerce market share, showing the highest
ratio of e-commerce to area ratio, and even today, the logistics industry is continuously
increasing. In fact, in 2021, Korea’s parcel delivery volume reached 3.62 billion, recording
an all-time high, and the number of parcel deliveries per economically active population
reached 128.4 per year. Alongside the growth of logistics, the latest logistics is growing
in a direction that can promote optimization, efficiency, and cost reduction of the sector,
reflecting the current society. This is also called an intelligent logistics system, and this
logistics system is used in production, warehouse, service, and all other logistics fields,
so that machines can efficiently help human convenience [1]. As the number of parcels
increases, the application of intelligent logistics systems in the courier process becomes
more critical since the labor force is limited. In the current logistics industry, due to the
explosive increase in parcel delivery volume, complaints from consumers are increasing
due to the loss and damage of parcels in the delivery process to the final consumer, which
is the final stage of the parcel delivery process, and disputes between courier companies
are occurring. In addition, as the problem of impersonating a courier driver has occurred
over the past five years, consumers are exposed to crimes related to receiving parcels.

Therefore, various parcel storage facilities for storing the goods appear to be a counter-
measure in order to solve the problem of exposing consumers to crime, due to the damage
of parcels and impersonation of courier drivers [2]. Parcel storage is a safety measure
between the delivery men and the consumers, and the delivery men can save themselves
the cost of compensation for the loss or damage of the parcels by safely storing the goods,
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and the consumer can avoid receiving damaged parcels and being exposed to the crime
that may occur while receiving the goods [3]. The parcel storage facilities currently in
operation and under development are not simple storage facilities, but are evolving into
intelligent parcel storage facilities with artificial intelligence technology applied [4]. The
reason why intelligent technologies are stored in parcel storage facilities is to facilitate
the operation, reduce human resource consumption, and digitize and manage the oper-
ating process. Currently, unmanned parcel storage is installed and operated in countries
worldwide. Examples include: CTT in Portugal (2020), Correos in Spain (2017), La Poste
in France (2016), AustraliaPost in Australia (2021), and Hong Kong Post in Hongkong
(2017), etc [5]. In Korea, delivery storage is operated in various places such as apartments,
subway stations, and companies, and all existing parcel storage is attached to the wall side
so that one parcel can be loaded into one storage box. Currently, this form of parcel storage
utilization is labor-intensive and time-consuming for delivery drivers, and it is difficult to
store many parcels in the space. Therefore, in this study, we intend to propose a system that
can reduce human resource consumption and the labor of delivery drivers, and maximize
the space available for parcel storage.

This study aims to implement a delivery storage system that can efficiently store
parcels using AI technology. In order to efficiently manage delivery loading and storage in
an unmanned delivery storage system, an object recognition experiment of the delivery
box was conducted using the CNN deep learning model, a piece of AI technology. The
YOLOv5 algorithm was used as a model in this research, which is the fifth version of the
YOLO algorithm widely used in the field of object recognition and is drawing attention
in terms of speed and using the latest techniques. The YOLOv5 algorithm is divided into
four versions, YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x, depending on the width
and depth of the model, and in this study, object recognition comparison analysis was
conducted based on these four versions of the YOLOv5 algorithm.

This paper is structured as follows: Section 2 gives a literature review and a general
system design study of the parcel storage system. Section 3 presents a study on deep
learning-based object detection introduced into the parcel storage system, and algorithm
selection. Section 4 discusses the experimental result of the object recognition accuracy and
efficiency of parcel storage through actual object detection experiments. In addition, we
proposed an algorithm that can be introduced into the parcel storage system by comparing
results between models. Section 5 concludes the findings in relation to the contribution of
the presented work.

2. Related Work
2.1. Literature Review

As personal and non-face-to-face life became commonplace after COVID-19, the
courier logistics industry is also activating untact and e-commerce delivery. At the same
time, AI (Artificial Intelligence) technology began to be applied to various fields including
the manufacturing field, thus the logistics industry, which relied on manpower, is changing.
The development of unmanned parcel storage that connects delivery drivers and consumers
in the final stage of the delivery process, and the application of AI technology are increasing.
However, while the speed at which AI technology is being applied to the existing unmanned
delivery system is fast, there is a lack of research on the application of AI technology to
the unmanned parcel storage system. Instead, research on parcel recognition, not parcel
storage, has mainly been conducted to identify parcels through technologies such as GPS
and RFID in the transportation and storage process of parcels [5,6]. This technology helps
to track the delivery status and route of parcels, but many related studies have already
been conducted since 2013, thus this research is now common, limiting further research
because it is already widely used in the logistics industry.

Although few studies apply AI technology to parcel recognition, research is gradually
increasing. In the study of V. Naga Bushanam and Ch.S atyananda Reddy, an image
recognition experiment that can be applied to the logistics industry was conducted using
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AI’s deep learning technology. In the study, image classification was performed using
EfficientNet, and the learning accuracy achieved was 83% [7]. Kim M. et al. conducted a
study applying AI technology to classify parcels within the urban railway system. As a
performance method, experiments were conducted by comparing several deep learning
models such as MobileNet, ResNet50, and VGG16 [8]. The research conducted by Kim
M. et al. was conducted before this research, and was conducted to classify both normal
and defective parcel boxes, and the experiment focused on object classification rather than
object recognition and location estimation. A study was also conducted to distinguish
between breakage and non-damage in parcel recognition. An image recognition study was
conducted to increase the recognition rate of parcels and speed by transforming the existing
AI deep learning model. As a result of the study, the recognition accuracy of the delivery
box was 86.75% and proved itself to be effective [9].

As shown in Table 1, looking at the studies conducted so far, GPS and RFID-related
studies have been mainly conducted in the past, and now, based on these studies, most of
them are applied to and operated in actual systems. Presently, studies on the recognition
and classification of delivery boxes are mainly conducted, but the recognition rate remains
at 80%, which performance is not particularly high.

Table 1. Comparison of related works.

Related Work Research
Classification Method Accuracy

[1] Parcel tracking GPS -

[5] Parcel tracking RFID -

[6] Parcel tracking Android 4.4.2 -

[7] Parcel Classification EfficientNet 83%

[8] Parcel Classification MobileNet, ResNet50, VGG16 84.6%

[9] Parcel Classification Improved MobileNet-v2 86.75%

Therefore, in this study, we propose an unmanned parcel system and conduct a study
on an algorithm that can improve parcel recognition performance by applying suitable
AI technology. Unlike the existing literature, this study intends to use object recognition
technology to build a robot loading system for unmanned delivery systems in the future,
rather than deep learning classification technology for box recognition.

2.2. Overall Design of the Parcel Storage System

The role of unmanned parcel storage is a system that serves as a connective element
and safety measure between the delivery driver and the final consumer. The purpose of the
delivery driver is to safely deliver the goods to the end consumer through parcel storage
and to allow the final consumer to receive the stored goods without losing the goods or
being exposed to other risk factors. Therefore, accurate parcel information recognition and
safe storage are considered essential when designing a parcel storage system.

The main design of the system can be divided into a display unit (object recognition
unit), a control unit (central control + backup unit), a robot unit, and a storage unit. To acquire
continuous frame images from the storage entrance and display part (object recognition part)
and recognize objects with a high rate of accuracy, it is essential to develop a camera and
apply related AI technology. To detect an object, it must be designed as an appropriate AI
deep learning model to balance detection speed and accuracy [10]. The control part stores
the information received from the storage entrance and display part in the central control
and backup, and retransmits it to the storage entrance and display part. Based on the object
information transmitted from the control part, the mobile robot, receiving the command from
the central control part, uses the gripper to move the parcel and load it into the storage space.
The design of the proposed parcel storage system should consider the information exchange
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and linkage between modules, data storage, real-time box recognition, and robot transfer
technology. A diagram of the system is shown in Figure 1.
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Figure 1. System block diagram.

2.2.1. Storage Entrance and Display Part

This part is responsible for acquiring images from the camera and setting the pa-
rameters of the control part. In this part, information recognition is performed using a
camera to select a loading position. The encoder module communicates and processes
information between the system and the encoder. Additionally, in this part, deep learning
object recognition technology is used to analyze and detect parcel images, obtain location
information, and transmit information to other parts.

2.2.2. Control Part

This part controls the image and information received in the previous part and builds
a query program to obtain the moving state information data of the delivery service from
the encoder. The control part exchanges information with the main control part in real
time and can mostly transmit real-time image detection results and information to the
central control part. Furthermore, this part allows querying of the interface layout to query
historical data such as parcel detection.

2.2.3. Main Control Part

The main control part manages movement and loading information while tracking the
loading position of parcels in real-time. In addition, it sets reasonable parameters, provides
information to the control part, and plays a role in storing optimal parameters. This part
aims to analyze the information of the parcels, track the moving process of the object, and
safe in the parcel storage.

2.2.4. Backup Part

This part is for backing up the setting information of the system during system
operation and saving the state and storage data of the parcel box. This part plays a role in
efficiently managing the system through data storage and preventing data loss.

3. Methodology

This section intends to detect and analyze parcels using a deep learning-based model in the
parcel storage system. The first method introduces the basic performance of deep learning-based
object detection models, and an experiment and analysis were conducted by deriving a model
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that can be applied to the parcel storage system. Secondly, an intelligent e-commerce parcel
storage system was proposed in the context of a deep learning detection system.

3.1. Deep Learning-Based Object Detection

Deep learning-based object detection algorithms are divided into R-CNN and YOLO
model series. The R-CNN series is excellent in object detection with a high rate of accuracy
but is disadvantaged due to its’ detection speed being slower than the YOLO series [11].
Therefore, there is a limit to its application in detecting objects, for example parcels that
move at high speed in real time in actual logistics sites. In this context, the YOLO algorithm
series was developed to quickly learn the generalized characteristics of an object and solve
the speed problem using the concept of regression. The YOLO Algorithm stands for ‘You
Only Look Once’, and YOLO’s various versions of models accurately and quickly classify
the location and classification of detection targets using one-stage neural networks [12]. In
2015, Redmon et al. introduced the first version of YOLO [13], and in the past few years,
several successor versions, such as yolov2, v3, v5, and v6 with improved performance in
terms of computational speed and object detection have been announced [14–16].

YOLO has a simple structure that can directly output the location and category of
the boundary box through the neural network as shown in the Figure 2 [17]. The YOLO
architecture consists of 24 convolutional layers and two fully connected layers. YOLO
estimates several bounding boxes per grid cell, but the bounding boxes which have the
closest IoU (Intersection over Union) with the Ground Truth (GT) are selected. It is called
non-maximum suppression [18].
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The original YOLO model has two disadvantages. The first is inaccurate location
estimation, and the second is the low recall rate. Therefore, YOLOv2 presented an improved
upgrade version in these two aspects. YOLOv2 does not deepen or widen the network
but instead simplifies the algorithm to improve performance and speed [14]. Additionally,
compared to YOLOv2, YOLOv3 is characterized by using multi-scale features for object
detection and coordinating the original network structure. The feature extraction network
of YOLOv3 used the residual model. The architecture of YOLOv3 contained 53 convolution
layers, so it was called Darknet-53, compared with Darknet19 used by YOLOv2 [15]. The
YOLOv4 algorithm has a great change when compared with previous models; it focuses on
comparing data and significantly improves speed and performance [19]. YOLO v4 and v5
were proposed by developers other than the original YOLO developer.

YOLOv5 has features that can be applied to iOS using PyTorch. YOLOv5 may be rela-
tively low in terms of accuracy compared to other models, but it shows an overwhelming
performance in terms of speed. However, unlike existing models, YOLOv5 does not have
published papers or technical reports. YOLOv5 is the latest enhancement that incorporates
several new technologies that have already been proven in other networks [20]. Depending
on the width and depth of the model, YOLOv5 can be divided into four versions: YOLOv5s,
YOLOv5m, YOLOv5l, and YOLOv5x.
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In the case of YOLOv6, while having a deeper network structure, it started detecting
objects of more diverse sizes by increasing them from the previous three scales to four. It is
characterized by having a much faster speed than the last v5 model [3]. The performance,
speed, and analysis settings of YOLO algorithms are summarized in Table 2. Among
various YOLO algorithms, YOLOv5, is the most efficient in terms of speed and performance
and is being applied in several recent research papers, is used for this analysis to conduct
research [11,21].

Table 2. Performance comparison between deep learning-based object detection.

Model Size (Pixels) Test Dataset mAP (0.5) FPS GPU

YOLOv1 448 × 448 VOC2007 63.4 45 Titan X

YOLOv2 544 × 544 MS COCO 44.0 40 Titan X

YOLOv3 608 × 608 MS COCO 57.9 20 Titan X

YOLOv4 608 × 608 MS COCO 65.7 62 Tesla V100

YOLOv5s 640 × 640 MS COCO 56

140

Tesla V100

YOLOv5m 640 × 640 MS COCO 63.9 Tesla V100

YOLOv5l 640 × 640 MS COCO 67.2 Tesla V100

YOLOv5x 640 × 640 MS COCO 68.9 Tesla V100

YOLOv6s 640 × 640 MS COCO 35.9
550–620

Tesla V100

YOLOv6l 640 × 640 MS COCO 52.5 Tesla V100

3.2. Parcel Object Detection Algorithm

According to the depth of the network and the width of the feature map, YOLOv5 can
be divided into four models: YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x: S, M, L, and
X, representing Small, Medium, Large, and Xlarge, respectively. It means that the model’s
overall structure remains constant as shown in Figure 3, but the size and complexity of
each model are scaled [22]. YOLOv5s has the fastest processing speed and YOLOv5x has
the highest detection accuracy among these models [23]. To find the applicable optimal
algorithms for an unmanned parcel storage system, we trained and tested the four scales of
YOLOv5. Table 3 shows the basic calculation amount and speed of YOLOv5.

Table 3. Basic Parameters Setting Values of YOLOv5.

Model mAP (0.5) mAP (0.5:0.95) Parmas (M) FLOPs@640 (B)

YOLOv5s 56.0 37.2 56 Tesla V100

YOLOv5m 63.9 45.2 63.9 Tesla V100

YOLOv5l 67.2 48.8 67.2 Tesla V100

YOLOv5x 68.9 50.7 68.9 Tesla V100
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4. Experiments

In this chapter, experiments were conducted using the collected data sets to evaluate the
performance of detailed versions of YOLOv5, YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x.

4.1. Settings

The training process of the YOLOv5 model runs on the Windows 10 operating system
and the PyTorch framework. The software analysis environment is CUDA11.2, CUDNN8.1,
and Python3.9.2. The CPU used for training the dataset is an 11th Gen Intel Core i7 11,700 k
@ 3.60 GHz 16 G, and the GPU is a GeForce RTX 3080 Ti 12 G. The CPU used for training
the dataset is an 11th Gen Intel Core i7 11,700 k @ 3.60 GHz 16 G, and the GPU is a GeForce
RTX 3080 Ti 12 G.

To avoid model oscillations due to high initial learning rates during model training,
warmup training is introduced for all experimental learning rates in this paper to maintain
the deep stability of the model [24]. During the warmup training phase, the learning rate
rises from 0 to the set size of 0.01. After the warmup, the learning rate is updated [23].
The specific hyperparameters are set as follows: batch size is 16, learning rate(lr) is 0.01,
momentum parameter is 0.937, weight attenuation factor to 0.0005, and there are 200 train-
ing epochs for the box dataset. In this paper, the input size is 640 × 640 × 3 and data
augmentation is used, such as mosaic, changing brightness, and rotation to expand the
dataset before training is performed.

4.2. Performance Measurement

To analyze the results of the performance of YOLOv5, precision, recall, mAP@0.5,
mAP@0.5:0.95, F1 score, and model size were used as evaluation indicators in this study.
Precision is the ratio of correctly predicted positives to the total number of predicted
positives, as shown in Equation (1). Precision refers to how accurately the model when
compared with positive sample features. In other words, it is an indicator of how accurate
the prediction value of the model is, and it is the ratio that correctly fits the positive among
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the predictions. The higher the accuracy, the more accurate the prediction of positive
samples [8].

Precision =
TP

TP + FP
(1)

Recall is the percentage of correctly predicted positive numbers to the total number
of true positives as shown in Equation (2). The higher the recall, the more accurately the
target sample is predicted and the less likely it is to miss a bad sample [25].

Recall =
TP

TP + FN
(2)

where TP (True Positive) denotes the number of predicted positive cases that are correctly
classified, and TN (True Negative) is the number of predicted negative cases classified as
negative. FP (False Positive) is the number of predicted positive cases that are incorrectly
classified as negative cases, and FN (False Negative) is the number of predicted nega-
tive cases that are incorrectly classified as positive cases [26]. The criteria for evaluating
performance are defined using the above four criteria.

F1 score is the harmonic mean of precision and recall, shown in Equation (3) [27].
The F1 score accurately evaluates the performance of the model when the data label is an
unbalanced structure and expresses the performance in a number. It is also called the test
accuracy of the model. The value of F1 is from 0 to 1, and the more perfect precision and
recall values are, the closer it is to 1, and the lower precision and recall values, the closer it
is to 0 [28].

F1 score = 2 × (precision × recall)
precision + recall

(3)

In addition, mAP is the performance of the multiple object detection algorithm in
one scalar value. It is calculated by taking the mean of the AP (Average Precision) of the
classes [29].

4.3. Data Acquisition

Object recognition experiments should accurately identify the detection and location
of the parcel boxes. Therefore, 3410 datasets were constructed by collecting delivery box
images in various domestic environments. In the experiment, the ratio of learning, valida-
tion, and testing was 6:2:2 and 2728 pictures were applied to the training set, 680 pictures
to the verification set, and 682 pictures to the verification set. As for the form of the original
data, the experiment was conducted with various parcel sizes with different image pixels,
as shown in Figure 4.
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4.4. Experimental Results and Comparisons

In this section, experiments were conducted with various types of YOLOv5 models, such
as s (small), m (medium), l (large), and x (xlarge). Parameter values have high values in the
order of YOLOv5 s, m, l, and x, and the model of the x version can be regarded as the heaviest.
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YOLOv5s, m, l, x can be seen in Figure 5, which displays different performance metrics
for both the training and validation sets. The improvement of YOLOv5s, m, l, and x
can be seen in Figure 5, which displays different performance metrics for both training
and validation sets. Training and validation results, shown in Figure 6, showed rapid
improvement in terms of precision and recall, plateauing after approximately 180 epochs.
The performance evaluation index also showed a sharp decrease at approximately 180.
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As a result of comprehensively analyzing s, m, l, and x of the YOLOv5 model, the
precision of YOLOv5l was the highest at 0.966, followed by x, s, and m values. In the
case of recall, the value of YOLOv5x was the highest at 0.910, followed by m, l, and s. In
the case of mAP (0.5:0.95), YOLOv5x was the highest at 0.815, followed by l, m, and s,
respectively. Finally, in the case of the F1 value that measures accuracy, YOLOv5l had the
highest performance at 0.932, followed by x, m, and s, respectively. The performance values
of YOLOv5 for each detailed model are shown in Table 4.

Table 4. Experiment result of YOLOv5s, m, l, x.

Model Precision Recall mAP (0.5) mAP (0.5:0.95) F1 Parameter

YOLOv5s 0.952 0.865 0.946 0.773 0.906 7,012,822

YOLOv5m 0.923 0.903 0.951 0.798 0.913 20,852,934

YOLOv5l 0.966 0.899 0.955 0.801 0.932 46,108,278

YOLOv5x 0.945 0.910 0.958 0.815 0.928 84,173,414
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As a result of learning and testing the detailed model of YOLOv5, it was concluded
that YOLOv5l and YOLOv5x have the highest performance and highest Ground Truth,
as shown in Figure 6. Among them, considering the parameter value and calculation
speed, the YOLOv5l model is best suited for application to parcel boxes, shown in their
performance and Ground Truth as analyzed in Figure 7.
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5. Conclusions and Future Work

In this paper, based on YOLOv5, a parcel box recognition study was conducted to build
an intelligent parcel storage system. The YOLOv5 model, which is divided into four detailed
versions according to the performance and size of the model, was used for comparative
analysis of parcel box recognition, and 3410 images were collected for the experiment. As a
result of the experiment, it was analyzed that the precision, recall, and F1 of the YOLOv5l
model were 0.966, 0.899, and 0.932, respectively, showing a stronger performance than the
other models. The YOLOv5l model showed a performance 2.6% higher in precision, 0.6%
higher in recall, and 1.6% higher in F1 score compared with the other version. In the case of
the parameter value indicating the size of the model, the YOLOv5l model showed a larger
value than YOLOv5s, m but showed a value half that of the YOLOv5x model. As a result,
YOLOv5l showed the best performance in terms of the size of the model, and it was analyzed
as an object recognition model suitable for application to an actual delivery box. In this study,
a parcel recognition model with optimal performance was proposed through an experiment
using the YOLOv5 model, and a basis for applying object recognition technology to an actual
intelligent parcel storage system was laid.

In this study, a parcel recognition experiment was conducted to build an intelligent parcel
storage system using the YOLOv5 model, and the following research limitations and future
research tasks were derived. Firstly, it is necessary to conduct experiments in more diverse
environments and more diverse datasets by securing additional datasets. Secondly, with the
rapid development of the YOLO model, the YOLOv7 model appeared in July 2022. Therefore,
it is necessary to conduct parcel recognition research using the latest model. In addition,
through model transformation such as pruning, it is possible to propose an improved model
which is optimized for parcel recognition as a focus of future study. Finally, by applying the
object recognition model to the parcel storage system under development, future research will
be able to confirm its performance in the real environment.
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