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Abstract: Urban environments are evolving rapidly in big cities; keeping track of these changes is
becoming harder. Information regarding urban features, such as the number of trees, lights, or shops
in a particular region, can be crucial for tasks, such as urban planning, commercial campaigns, or
inferring various social indicators. StreetScouting is a platform that aims to automate the process
of detecting, visualizing, and exporting the urban features of a particular region. Recently, the
advent of deep learning has revolutionized the way many computer vision tasks are tackled. In this
work, we present StreetScouting, an extensible platform for the automatic detection of particular
urban features of interest. StreetScouting utilizes several state-of-the-art computer vision approaches
including Cascade R-CNN and RetinaFace architectures for object detection, the ByteTrack method for
object tracking, DNET architecture for depth estimation, and DeepLabv3+ architecture for semantic
segmentation. As a result, the platform is able to detect and geotag urban features from visual data.
The extracted information can be utilized by many commercial or public organizations, eliminating
the need for manual inspection.

Keywords: object detection; object tracking; deep learning; web application

1. Introduction

The rapid urbanization of cities necessitates the availability of updated information
regarding various urban features that can assist urban planning tasks, such as predicting
population growth, analyzing park space, surveying the water supply, identifying trans-
portation patterns, recognizing food supply demands, analyzing the impact of land use, and
others. Counting and geotagging the number of particular features in a given urban area or
city is crucial when making decisions for government policies and administration. Urban
planning officials and stakeholders often lack updated information regarding such features
and that can potentially lead to wrong decisions. The traditional methods used for counting
and geotagging features such as trees, trash bins, street lamps, retail shops, and others, in
most cases include manual inspection and consequently are time-consuming, costly, and
labor-intensive. Therefore, there is an increasing need for an automated approach to replace
conventional visual inspection.

Recently, following the advent of deep learning (DL) and the availability of large
datasets, many new models and approaches have emerged. These new methods have
proven promising to revolutionize the way particular problems are tackled. Related litera-
ture keeps expanding with research studies that use deep learning to achieve better results.
Specifically, computer vision (CV) is a domain that showcases substantial progress in recent
years and a lot of research effort is directed toward CV applications. convolutional neural
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network (CNN), one of the basic building blocks of CV models, outperform many of their
traditional machine learning (ML) counterparts. Consequently, CV tasks, such as object
detection, object tracking, and semantic or instance segmentation have gained significant
interest. The field has reached a state where powerful models and datasets are publicly
available and even used for commercial and business applications, such as self-driving
cars [1] and healthcare [2].

In the digital era, many urban research studies are trying to integrate methods that
quickly process and analyze the complexity of urban dynamics and fast-paced surrounding
changes. Machine learning and deep learning approaches are suitable tools for complex
task automation for various urban elements [3]. For example, many works incorporate
DL models to overcome specific urban problems, such as waste management [4], urban
environment quality [5], structure damage detection [6], traffic prediction [7], and others.

In this work, we present StreetScouting, a platform that utilizes powerful deep learning
and computer vision techniques to automatically detect and extract urban features in cities.
StreetScouting is a fully featured platform and its main task is to process GPS and video
data of a particular region and output visualizations and data regarding various objects
and urban features. Objects, such as trees, trash and recycle bins, street light poles and
lamps, vehicles, traffic lights, traffic signs, and other features, such as the width of the road
or the existence of sidewalks are some of the features that can be detected and localized by
the platform. To achieve this, StreetScouting incorporates many state-of-the-art computer
vision approaches for object detection, semantic segmentation, multiple object tracking,
depth estimation, and others. Ultimately, StreetScouting aspires to be an extensible platform
that can automatically capture and extract multiple visual features from urban streets and
progressively eliminate the need for visual inspection.

StreetScouting is a web application that provides an organized and easy-to-use environ-
ment that can be utilized by urban planning administrators and policymakers, municipal
offices, geoinformatics companies, and other commercial organizations. StreetScouting
uses street data as input and generates geotagged feature information that can be further
utilized according to user needs.

StreetScouting was developed in the context of the GRUBLES (georeferenced urban
landscape and socioeconomic indicators using machine vision) project (https://GRUBLES.
datascouting.com/, accessed date: 1 December 2022). The main purpose of the project is
to extract geotagged features in urban areas with the use of machine learning methods.
StreetScouting is responsible for detecting and tracking those features and transforming
them into primary indicators of a region. Primary indicators are a set of data that contain
geolocation information regarding the number of trees, street lights, retail shops, bins, cars,
and others. GRUBLES aspires to utilize primary indicators in order to perform a statistical
study to find correlations with some socioeconomic indicators of the region. Publicly
available data and statistics are used with StreetScouting data in order to infer indicators,
such as financial status, lighting quality, green areas, traffic, and waste management. The
final goal is to utilize StreetScouting outcomes and build statistical models that can infer
many of these indicators for a particular urban region.

The contributions of this work are therefore as follows:

• Design of data acquisition and preprocessing paradigm for high-rate street-level
photography data, beyond the use of Google Street View.

• A deep learning-based computational workflow for automatic urban feature measure-
ments, including the novel use of state-of-the-art object tracking and localization components.

• System architecture and design of the StreetScouting end-to-end web application.

The sequence of the article is as follows. We first present some related studies, followed
by a description of the data and DL and ML methods that are used by StreetScouting. Then
we showcase the platform’s architecture and the user interface. We later demonstrate
some quantitative and qualitative results and finally, we discuss the usage, limitations, and
future of StreetScouting and we conclude the findings after reviewing the functionalities of
the platform.

https://GRUBLES.datascouting.com/
https://GRUBLES.datascouting.com/
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2. Related Work

Modern cities face several challenges and urban planners must develop urban forms
that address them. Solutions to this problem based on ML and DL algorithms are now
possible [3], thanks to the large volumes of data generated by new information and com-
munication technologies (smartphones, GIS, IoT, sensors, etc.) and the availability of high
computational power. For instance, there are works that estimate urban growth using ML
approaches [8], predict building heights, based only on open-access geospatial data on
urban forms, such as building footprints and street networks [9], predict building-level
waste generation [4], access the urban environment quality [5], detect structure damage [6],
predict traffic [7] and others.

The manual analysis of street-level photography has been extensively explored as
an efficient strategy for measuring urban characteristics linked with demographic or so-
cioeconomic indicators, e.g., with respect to health-related behaviors [10], obesity [11], or
pedestrian safety [12]. These “audit tools” allow researchers to quantify characteristics at
the neighborhood level without the need to actually visit each location.

Although initial attempts to automate this process were not effective enough to replace
manual processing (e.g., [13]), the advent of effective, deep learning-based computer
vision methods has enabled the fully automated extraction of urban indicators from street
images [14]. For example in [15], the authors use a mask regional convolutional neural
network (Mask R-CNN) to detect and locate trees from street images and use a monocular
depth estimation method to estimate precise tree location. Another study [16] uses a faster
region-convolutional neural network (Faster R-CNN) to measure street cleanliness from
images that are captured by high-resolution cameras installed on vehicles. Similarly in [17],
the authors use a segmentation and classification workflow to measure the presence of
unhealthy food advertisements in Liverpool, UK.

A significant body of work goes beyond the measurement of individual urban features,
to the use of computer vision for estimating demographic and socioeconomic indicators. In
a large-scale study in the USA, the authors of [18] propose to automatically analyze the make
and model of cars in street-level images to successfully estimate the demographic markup
of urban neighborhoods. In [19], the authors leverage deep multiple-instance learning
to eliminate the requirements for manually annotated data for the direct estimation of
socioeconomic indicators from cars detected in street images. In that case, cars are detected
using Faster-RCNN, and a deep learning model is used for the estimation of demographic
indicators. In [20], the authors use Siamese CNNs to analyze images of properties/buildings
obtained from Google Street View to map gentrification over a 9-year period in Ottawa,
Canada. Street-level imagery is also used as input to a multi-modal U-Net architecture
in [21], to measure income, overcrowding, and environmental deprivation in urban areas.
Other examples include linking blue and green spaces with geriatric depression [22], the
estimation of infection incidence rate [23], and the estimation of social, environmental, and
health inequalities in major UK cities [24].

Additionally, various platforms have been developed to assist in many urban chal-
lenges with the use of ML and DL techniques, such as improving the visitor experience in
urban parks [25], monitoring urban street lighting infrastructure [26], classifying the type
of the streets [27], predicting parking spaces [28], and urban mobility [29].

The proposed StreetScouting platform extends these efforts by introducing the archi-
tecture and implementation details of an end-to-end deep learning-based automated urban
feature extraction platform including:

1. High-rate data acquisition and pre-processing from a 360◦ camera. Most methods
in the bibliography rely on Google Street View data, which are subject to license
restrictions with respect to their use for urban feature measurement.

2. Object detection and privacy protection methods (license plates, faces). The relevant
literature usually assumes that these issues have already been resolved but this is
often not trivial.
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3. Novel use of object tracking (to avoid duplicates across frames) and depth mapping
for object location estimation.

4. A method for road/sidewalk segmentation/measurement.
5. A complete system architecture for the measurement and visualization of urban features.

3. Data and Methods
3.1. Data Collection

To detect objects, such as trees and lights, there is a need for visual data from the streets
of a region or a city. As we mentioned in Section 2, many similar works use Google Street
View to retrieve street data. One major problem is that Google Street View has imposed
restrictive permission for data usage that prevents the use of the service for our purposes.
Additionally, some of the detection approaches that are described in the paper, work under
the assumption that the input data are consecutive frames from a video, extracted under a
specific frame per second (FPS) rate. Such data cannot be retrieved from Google Street View
or similar services. Last but not least, Google Street View data are usually not updated,
especially in smaller cities. Although updating such data with our data collection approach
is costly, is still a good trade-off for the users of the platform that would otherwise perform
the detection task using manual inspection methods.

As mentioned in Section 1, StreetScouting can be used by urban planning administra-
tors and policymakers, municipal offices, geoinformatics companies, and other commercial
organizations. These users are responsible for collecting the street data according to their
needs and the regions of interest. StreetScouting currently assumes that the data collection
route is not overlapping. This assumption is made to deal with duplicate detections.

In the context of the GRUBLES project, the footage is captured by specific personnel
from a geoinformatics company partner, that participates in the project. The Insta Pro2
camera (https://store.insta360.com/product/Pro_2, accessed date 29 November 2022)
is used to capture visual content. This camera consists of 6 ultra-wide-angle lenses for
recording 360° scenes with a 200° coverage angle each, with the aim of stitching the images
and reconstructing them into either a 2D or 3D panoramic scene. During data collection,
this camera is mounted on a car and precise routes are designed beforehand. For wireless
remote sensing, real-time camera control, and wireless pairing, an antenna is connected
to the RF socket of the wireless access point and an application for survey devices with a
user-friendly interface is utilized. The application provides options to control the number
of frames per second (FPS), the size of the frame resolution as well as the real-time stitching
of the panorama. In contrast to the short distance of the wireless local connection between
the survey device and the camera, the signal received by the camera’s internal GPS unit
is likely to show discontinuities leading to successive null or undefined GPS coordinates.
This problem is solved by adding an external antenna to the appropriate socket of the
camera. During the dataset collection process, the maximum suitable speed to avoid GPS
distortions was set empirically to be 50 km/h, which is often the upper limit of speed in
most urban areas.

Apart from the collected data using the Insta Pro2 camera, the personnel responsible
for data collection may also input additional video data from conventional cameras. In
this case, it is possible for the user to insert a GPS signal from an external device in GPX
file format.

For the GRUBLES use case, the collected dataset amounts to approximately 10 h of
footage from the city center of Thessaloniki in Greece.

3.2. Data Processing

The processing of the collected data from the Insta Pro2 camera is essential in order to
retrieve multimedia and metadata in a proper format. As we mentioned in the previous
paragraph, Insta Pro2 consists of 6 individual cameras. The footage from one camera is
processed by the StreetScouting platform, and usually, the camera that is directed towards
the front road is chosen. To process the multimedia stream, the video frames are extracted

https://store.insta360.com/product/Pro_2
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at a specific FPS which is set to 10 by default. Moreover, the frames are clipped to specific
dimensions to eliminate any distortion from the ultra-wide lens. Then, the GPS data of the
video is extracted from the metadata. The GPS data are synchronized with the extracted
frames and any missing data are filled with linear interpolation. In the case of the video
input from a conventional camera and external GPS data file in GPX format, the processing
pipeline is similar. The only difference is that the frames are not clipped but resized to
particular dimensions preserving the aspect ratio of the image.

3.3. Data Annotation

Deep learning models require annotated datasets in order to be trained in a supervised
manner. Although a supervised learning [30] paradigm can only be applied with the
availability of large-scale datasets with annotations, fine-tuning pre-trained models is a less
data-demanding task. For example, pre-trained object detectors on the COCO dataset [31]
can be easily fine-tuned to detect new classes with relatively few samples.

Motivated by this observation, we randomly sampled 1000 frames from the dataset
that is described in the previous subsection and we manually annotate particular objects.
The annotation involves objects that are not present in popular open-sourced datasets.
More specifically, the objects that are annotated are trees, trash bins, recycling bins, street
lighting poles, and shops. 5228 total object instances of interest are annotated, as seen
in Table 1. We refer to this dataset as the GRUBLES objects dataset. The CVAT (https:
//github.com/opencv/cvat, accessed date 29 November 2022) annotation tool is used for
the labeling process. A useful feature of CVAT is the ability to export labeling data in a
wide range of different formats, from YOLO to PascalVOC annotation formats.

Table 1. Total number of annotated objects per class for the GRUBLES objects dataset.

Class Annotated Objects

trash bins 324
recycling bins 220

trees 2480
street lights 880

shops 1324

Apart from the deep learning models utilized to detect urban features, the project
needs to comply with the European General Data Protection Regulation (GDPR). The
license plates of parked and bypassing vehicles and the faces of passing pedestrians are
considered sensitive data and need to be detected and blurred. For the latter task, there is
a variety of pre-trained DL models and open-source datasets. For the former task, there
are no out-of-the-box models available, so we fine-tune a pre-trained model, as described
in Section 3.4.3. In order to evaluate the aforementioned model, we randomly sampled
105 images from the Stanford cars dataset [32]. From this sample, 106 license plates were
annotated; we refer to this dataset as the license plate evaluation dataset.

3.4. Object Detection

StreetScouting platform is based on a couple of state-of-the-art object detection ap-
proaches in order to detect objects that are of a particular point of interest. More specifically,
the Cascade R-CNN [33], and the RetinaFace [34] architectures are utilized. Cascade R-
CNN is a multi-stage object detection architecture that consists of a sequence of detectors
trained with increasing IoU thresholds, to be sequentially more selective against close false
positives. RetinaFace is a robust single-stage face detector, which performs pixel-wise face
localization on various scales of faces by taking advantage of extra supervision by facial
landmark annotations, in combination with self-supervised multi-task learning, and is
shown to achieve great results in the task of face detection. In this section, we describe the
object detection models that are used from the platform.

https://github.com/opencv/cvat
https://github.com/opencv/cvat
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3.4.1. GRUBLES Objects

The GRUBLES objects dataset is a driving video dataset illustrating street scenes from
central Thessaloniki. In order to train an object detection model to trace urban features
from an image, a variety of diverse objects is annotated, as seen in Table 1. A neural
network based on the Cascade R-CNN architecture [33], with a backbone pre-trained on
the COCO dataset [31] is used. In detail, the GRUBLES objects dataset is split into training,
validation, and testing subsets with a 0.8/0.1/0.1 split, respectively. The aforementioned
neural network is fine-tuned using the training subset of the GRUBLES objects dataset, the
fine-tuning process is monitored utilizing the validation subset and the resulting model is
evaluated exploiting the testing subset, as presented in Section 5.

3.4.2. BDD100k Objects

The BDD100K dataset [35] is the largest driving video dataset with over 100 K videos
and 10 diverse tasks to evaluate. It possesses geographic, environmental, and weather
diversity, which is useful for training models that cope with the rapid changes of a street
scene. For the object detection task, the dataset consists of 10 object classes and contains
bounding box annotations for 100K images from different scenarios, such as streets, tunnels,
gas stations, parking lots, residential, and high-ways under diverse conditions at different
times of day and night in real traffic urban street and is split into training, validation, and
testing subsets with a 0.7/0.1/0.2 split, respectively. More specifically, a neural network
based on the Cascade R-CNN architecture [33] and pre-trained on the aforementioned
training subset of the dataset is used to detect cars, trucks, buses, motorcycles, traffic
lights, and traffic signs. The pre-trained model achieves 0.563 mAP on the validation
and 0.534 mAP on the testing subset at 0.5 IoU threshold. These performance scores are
quite satisfactory, as stated in public benchmarks (https://github.com/SysCV/bdd100k-
models/tree/main/det, date accessed 10 December 2022).

3.4.3. Licence Plates

For vehicle license plate detection, the analysis is comprised of two consecutive stages.
Initially, a neural network based on the Cascade R-CNN architecture [33] and pre-trained
on the BDD100K dataset [35] is used for vehicle detection. Indicative performance metrics
for the pre-trained model are presented in Section 3.4.2. Subsequently, the detected objects
are cropped from the frame and form the input to the neural network used in the second
stage of the process. More specifically, in order to detect vehicle license plates we fine-
tune a neural network based on the Cascade R-CNN architecture. The neural network
is fine-tuned within the PyTorch framework [36] and the backbone part of the model is
pre-trained on the COCO dataset [31]. The license plates dataset that is utilized consists
of 433 images of vehicles of different types accompanied by the corresponding license
plate annotation files in PascalVOC format and is publicly available on MakeML (https:
//makeml.app/datasets/cars-license-plates, date accessed 10 December 2022). In order to
evaluate the model, we use the license plate evaluation dataset described in Section 3.3.

3.4.4. Faces

Regarding the detection of faces, we used a neural network based on the RetinaFace
architecture [34], pre-trained on the WIDER FACE dataset [37]. This dataset consists
of 32.203 images containing 393.703 annotated faces at different scales, poses, expres-
sions, and illuminations and is split into training, validation, and testing subsets with a
0.4/0.1/0.5 split, respectively. Based on the detection rate of EdgeBox [38], three levels of
difficulty (i.e., easy, medium, and hard) are defined by incrementally incorporating hard
samples. RetinaFace produces the best AP in all subsets of both validation and test sets,
i.e., 0.969 (Easy), 0.961 (Medium) and 0.918 (Hard) for the validation set, and 0.963 (Easy),
0.956 (Medium), and 0.914 (Hard) for the test set.

https://github.com/SysCV/bdd100k-models/tree/main/det
https://github.com/SysCV/bdd100k-models/tree/main/det
https://makeml.app/datasets/cars-license-plates
https://makeml.app/datasets/cars-license-plates
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3.5. Object Tracking

To detect unique objects in consecutive frames, an additional mechanism is required
that tracks the objects as long as they are visible to the camera frame. This mechanism
should account for object occlusion that frequently occurs in driving scenarios. For example,
Figure 1 shows three consecutive frames. In the first and third frames, there is a detection
of a bin. An object tracking mechanism should be responsible for understanding that these
two detections correspond to the same object and at the same time account for the brief
object occlusion that is depicted in the second frame of Figure 1.

Figure 1. Object tracking example in consecutive frames.

Several candidate approaches are tested for the tracking task, such as DeepSort [39],
Tracktor [40], and ByteTrack [41]. The latter achieves 78.1, the best evaluation result in
terms of the MOTA metric [42] in MOT17 [43] benchmark dataset. This method accounts
for temporarily occluded objects and utilizes low-confidence detections to generate object
tracks. These low-confidence detections are associated with previous or following confident
predictions of the same object in a video stream to form these tracks. For example, if an
object is far from the camera or partially occluded then is assigned with a low confidence
detection, but as it comes closer or its features are fully visible then the new high confident
detections are associated with the lower ones and the object is still identified. Another
important feature of this method is that it can run very fast, especially if object detection
inference data are available.

3.6. Object Location Estimation

Providing information regarding detected objects should be accompanied by accurate
GPS coordinates. The position of the objects is important for many GIS systems and geo-
processing tools, especially when aiming to apply statistical modeling to specific regions of
interest. For this task, we consider two different approaches, the first is focused on accuracy,
and the second aims at low execution time. It is worth noting that location estimation
in both approaches is still a rough estimation and is not suggested for applications that
require precise location information.

For the first approach, we employ a depth estimation method that follows the object
detection and tracking procedure. Depth estimation is the task of measuring the distance
of each pixel relative to the camera. For this task, we use DNET [44], which is a novel
self-supervised monocular depth estimation pipeline that exploits densely connected hi-
erarchical features to obtain more precise object-level depth inference, and uses dense
geometrical constraints to eliminate the dependence on additional sensors or depth ground-
truth to perform scale recovery, so that it is easier to transform relative to absolute depth.
The data split of the KITTI [45] dataset by Eigen et al. [46] was used for training and
evaluation purposes. DNET achieves 4.812 RMSE on the evaluation subset containing
697 test images.

To estimate the location of an object with this approach, we first apply the object
detection models to localize it in the frame (Figure 2a) and then we calculate the distance of
the object from the camera by applying the depth estimation model (Figure 2b). Having the
object’s bounding box and the respective pixel-level absolute depth in meters, we calculate
the median depth value for every object localization to compute the distance [47]. Knowing
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the object’s distance d from the camera and the camera’s GPS lat1, lon1 coordinates we can
also infer the bearing θ from the direction of the car and camera and the object localization
in the frame. Let R be the radius of Earth and Ad be the angular distance i.e., d/R The
resulting coordinates lat2, lon2 in radians are given from the following formulas:

lat2 = asin(sin lat1 ∗ cos Ad + cos lat1 ∗ sin Ad ∗ cos θ) (1)

lon2 = lon1 + atan2(sin θ ∗ sin Ad ∗ cos lat1, cos Ad− sin lat1 ∗ sin lat2) (2)

This procedure can be applied iteratively in every frame the object appears and
then average the calculations for the final estimation. We refer to this approach as depth
location estimation.

(a) (b)
Figure 2. Example of object position estimation pipeline. (a) Object detection. (b) Depth estimation.

One disadvantage of this approach is that it is slow. For applications that do not require
such a fine-grained location estimation approach, we also provide a simpler heuristic
approach. This approach is based on the assumption that the final detection of an object
occurs when the object is very close to the camera. Although this might not always be
true, generally is an acceptable rule of thumb. Based on this, the GPS coordinates of the
camera, when the last detection of the object occurs, are used as the final position of the
object. We refer to this approach as fast location estimation. StreetScouting provides both
location estimation methods. The first is preferred when accurate location estimation is
required and the latter is used in scenarios that require faster processing sacrificing the
location accuracy.

3.7. Road Width Estimation and Sidewalk Segmentation

The width of the roads in one region can be an important feature for many statistical
analyses. StreetScouting supports the automatic road width estimation in each frame.
Additionally, the existence of sidewalks is evaluated. A segmentation model is initially used
to semantically segment the frame. Specifically, we use the DeepLabv3+ [48] segmentation
model. This model combines a Spatial pyramid pooling module and encode–decoder
structure to obtain the advantages of both methods. It also applies the depth-wise separable
convolution to both atrous spatial pyramid pooling and decoder modules, resulting in a
faster and stronger encoder–decoder network. This architecture is used pre-trained in the
cityscapes [49] dataset. Cityscapes is a dataset for semantic urban scene understanding and
it contains several classes, such as the BDD100k dataset. The effectiveness of the model
is assessed on the test subsets of the PASCAL VOC 2012 [50] and Cityscapes datasets,
accomplishing the performance of 0.89 and 0.821 mean IoU, respectively. An example
outcome of the model is shown in Figure 3a. Road and sidewalk classes are overlaid with
purple and pink colors respectively. Using just this result we can infer whether there is a
sidewalk in the frame.
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(a) (b)
Figure 3. Example of object position estimation pipeline. (a) Semantic segmentation with DeepLabv3+
pre-trained in the cityscapes dataset. (b) Road width estimation.

To estimate the road width additional work have to be done which is depicted in
Figure 3b. First, we use the outline (green line) of the road mask. Then this outline is
split into two signals from the center of the camera (white line). We calculate the first
differences in these two signals to detect strictly increasing intervals for the left and strictly
decreasing intervals for the right signal. With this approach, we estimate the intervals that
potentially represent the road boundaries. To estimate the road boundaries we perform
linear regression in the intervals of these two signals. The result is two fitted lines that
represent the left (yellow line) and the right (red line) road boundaries.

For the final estimation, we calculate the number of pixels among the two boundaries
for a specific horizontal line (blue line). Then we fit another linear regression model
associating the pixels with ground truth measurements in meters. For fitting the model we
use 15 training samples with the number of pixels and corresponding ground truth values
in meters. To obtain ground truth values, we manually measured the width of various
streets. The fitted linear regression model and its details are shown in Figure 4. The sum of
squares error is 7.44, the slope is 0.011 and the intercept is −1.272.

Figure 4. Linear regression for transforming pixels to meters.

The final road width is given by Equation (3), where m denotes the width in meters
and p is the number of pixels.

m = 0.011× p− 1.272 (3)

We evaluate this model in Section 5.

4. Platform Architecture and User Interface

The schematic representation of the platform’s architecture is depicted in Figure 5.
StreetScouting consists of five modules that communicate with each other and are described
in this Section. The proposed platform is currently running as a web application on a server
and consists of a microservice architecture that enables portability and scalability.
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Figure 5. A schematic representation of StreetScouting platform architecture.

4.1. Gateway

The gateway is the core management service and is utilized as an intermediary be-
tween the user interface and the modules responsible for urban feature detection. It is in
charge of most of the platform’s actions, such as user creation and authentication, action
authorization, video upload, and others. The gateway also acts as an orchestrator between
the modules. Specifically, it stores the uploaded multimedia from the user and informs the
appropriate modules to start the processing, depersonalization, and detection procedures.
Upon completion of the processes, the resulting JSON file is returned to the gateway and
successively back to the user interface. The aforementioned JSON file can be shared among
users as well as utilized for visualization purposes. The communication between the
modules is performed with a message broker.

4.2. User Interface

The user interface of the platform offers an organized and easy-to-use environment
that provides a variety of options. Through the user interface, a user is able to create an
account that will ensure the privacy and security of his data. The user has also the ability
to upload a video and the GPS metadata to the platform. The data will be securely stored
on the server and can be deleted at any time upon request. The automatic data processing
and detection task will enable the visualization of the geotagged urban features on a map.
Moreover, the aggregated results of each detected object will be presented. Sharing data
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among users is also allowed. Specifically, the interface provides an option to upload and
share content with specific users that belong to the same organization. The user interface
also provides an option for downloading the aforementioned results.

4.3. Preprocessing

The preprocessing module illustrated in Figure 5 provides a visual representation
of the successive steps of the preprocessing pipeline analyzed in Section 3.2. In the final
step of the module, the results of the synchronization between the video frames and the
GPS data take the JSON format and are inserted into the communication queue of the
message broker. This module can support multiple workers to process many requests at
the same time.

4.4. Depersonalization

The depersonalization module consists of three successive procedures. At first, the
license plates of each vehicle are detected using the two-stage license plate detection model
described in Section 3.4.3, for each video frame. Subsequently, a smoothing filter is applied
to the detected license plate area to hide the sensitive information, using the OpenCV
tool [51]. In the second phase, the faces of bypassing pedestrians are detected utilizing the
face detector described in Section 3.4.4, for each video frame. The same smoothing filter
that was applied in license plate blurring is used to hide the detected faces. Finally, the
detection results are transformed into JSON format and forwarded to the communication
queue of the message broker. This module can also support multiple workers to process
many requests at the same time.

4.5. Primary Features Detection

The primary features detection module is comprised of five steps and is responsible
for detecting urban features. Initially, the video frames from the depersonalization module
are retrieved. The following step consists of the object detection and tracking process.
Specifically, information regarding the bounding box coordinates of each detected object in
the frame, the object class name, and the score representing the model’s confidence in the
detection is calculated, utilizing the detection models analyzed in Sections 3.4.1 and 3.4.2.
Then, object tracking is applied to avoid counting the same object multiple times, using
the mechanism described in Section 3.5. The tracking process assigns a unique identifier
to each detected object in the video stream. In the next step, the location of each object
is estimated, making use of the techniques documented in Section 3.6. Moreover, the
process of estimating the road width and the existence of a sidewalk is performed using the
semantic segmentation models and estimation techniques defined in Section 3.7. Finally,
the results are transformed into JSON format and forwarded to the communication queue
of the message broker for the Gateway service.

5. Results
5.1. Object Detection Evaluation

We use Average Precision (AP) to evaluate the effectiveness of object detection since
this is the metric commonly used in the relevant computer vision literature. It encapsulates
the trade-off between precision and recall and maximizes the effect of both metrics. Table 2
illustrates the AP of each object at a specific IoU threshold. The license plate model shows
high performance in temps of AP and usually misses some license plates that are far from
the camera. Trash and recycling bins are also detected with high precision. In the case
of trees and street lights which are evaluated with 0.857 and 0.841 AP, respectively, there
are some false negative detections. Trees that are very close to each other sometimes are
detected as one, and street lights with specific particularities that are not part of the training
set might be missed. Finally, the retail shop detection has 0.754 AP, this is mainly due to
false negative detections of retail shops with small storefronts. The fine-tuned detection
models and evaluation datasets utilized for each object class are described in Section 3.4.
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The pre-trained models that are used to detect faces and urban features from BDD100k
are analyzed in Sections 3.4.4 and 3.4.2, respectively. These models demonstrate high
performances on benchmark datasets that exhibit similarities with the collected street scene
dataset and are utilized by StreetScouting.

Table 2. Average precision of each object class at 0.7 IoU threshold.

Class AP

license plates 0.947
trees 0.857

trash bins 0.964
recycling bins 0.948
street lights 0.841

shops 0.754

5.2. Object Tracking Evaluation

Figure 6 shows an example of the qualitative evaluation of the ByteTrack tracking
method. The method uses the object detector described in Section 3.4.1. In the first frame
(Figure 6a), there are four object detections: {id:39, class: Tree, score:0.70}, {id:41, class:
street light, score:0.99}, {id:36, class: Trash bin, score:0.70}, {id:40, class: Tree, score:0.99}.
Each detection has a unique id, the class name, the detection score, and the bounding box
coordinates which are omitted in this example. In the second frame (Figure 6b) there are
three object detections: {id:39, class: Tree, score:0.54}, {id:36, class: Trash bin, score:0.70},
{id:42, class: Tree, score:0.79}. Objects with ids 40 and 41 are no longer visible and new Tree
detection (42) is no longer occluded. Note that the confidence score for tree 39 dropped to
0.54. This fluctuation is usual for objects that are far from the camera, but generally, the
confidence is higher when the objects are closer. This is visible in frames Figure 6c,d, where
the confidence score for tree 39 is 0.92 and 0.95, respectively. In the frame in Figure 6c, a
recycle bin is detected with id 43 and a score of 0.95. In the next frame, the recycle bin is
even closer and obtains a detection score of 0.99.

In most scenes, the tracking process demonstrates high effectiveness. However, there
are cases where tracking fails to correctly track the objects especially when there are many
objects that appear next to each other or when the camera travels at high-speed leading
to substantial discrepancies among consecutive frames. Such cases are not frequent in the
collected dataset.

To evaluate tracking performance, we annotate a short video clip and evaluate the
tracking quantitatively in terms of the F1 score. Additionally, to investigate the impact of
the speed camera on the tracking method, we subsample the number of acquired frames
to emulate various car speeds and investigate the impact of speed on the overall accuracy
of the tracking approach. Specifically, the original video has 30 FPS and the camera speed
is traveling at 30 km/h. Reducing the number of frames with a specific rate increases the
emulated speed for that rate. Using this sub-sampling approach we evaluate the tracking
methods at various speeds in terms of F1 score. The F1 score is calculated using the tracked
objects and the annotated objects. Figure 7 shows the evaluation results. We observe that
the performance is above 0.9 F1 for speeds up to 90 km/h. The performance starts dropping
significantly for higher speeds. The best score is observed at 30 km/h with an F1 score of
0.921. From the Figure, we can conclude that the performance does not drop significantly
for the speed of 50 km/h, which is often the upper limit of speed in most urban areas, but a
performance drop is expected for speeds above 90 km/h. We also note that this experiment
does not account for motion blurring that might be introduced from the camera at very
high speeds, which will further hinder performance.
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(a) (b)

(c) (d)

Figure 6. Example of object tracking in consecutive frames with the ByteTrack method [41]. (a) First
frame. (b) Second frame. (c) Third frame. (d) Fourth frame.

Figure 7. F1 score of the tracking model at various emulated speeds.

5.3. Object Location Estimation Evaluation

In Section 3.6, we described two methods to estimate the GPS coordinates of the
detected objects. To evaluate these models, we obtain the ground truth coordinates of ten
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different urban objects and apply the two location estimation methods. Using the predicted
and actual points, we calculate the error for each object and average them for each method.

Table 3 shows the evaluation results for the two location estimation methods. As
expected, the depth is more accurate with only a 3.54 m average distance from the ground
truth locations. On the other hand, the fast method makes more coarse estimations with a
7.47 average error but requires no computation-intensive processing.

Table 3. Evaluation of the two location estimation methods.

Method Average Error

depth 3.54 m
fast 7.47 m

5.4. Road Width Estimation Evaluation

For the evaluation of the regression model that is described in Section 3.6 we use the
model to estimate the road width in 10 randomly sampled frames and retrieve ground
truth measurements. Then we calculate the mean absolute error of the predicted ŷi and
actual measurements of yi given by the following formula:

D

∑
i=1
|ŷi − yi| (4)

with D = 10, resulting in 0.53 m which is quite accurate taking into account the dynamic
street environment.

5.5. User Interface Example

After video processing, the UI provides helpful visualizations for the user. For instance,
Figure 8 shows count aggregations of each detected urban class for a sample 60-min video
in the city of Thessaloniki. The detected urban classes are aggregated into four general
categories. This visualization gives a quick overview of the results but also can be helpful
to extract insights for the region. For example, the 10,745 cars detected might be indicative
of traffic congestion or parking problems in the region.

Figure 8. Aggregated results of the StreetScouting UI for a sample video.

Additionally, StreetScouting also supports map visualization and navigation (Figure 9).
The user can navigate the map and inspect the geotagged urban features. Each object is
denoted by a particular urban class icon. The user can also filter results to examine specific
object classes and click on particular objects to obtain details regarding the detection. The
user can download the data in JSON format to proceed with further analysis.
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Figure 9. Map visualization of the detected features from a sample video in the city of Thessaloniki.

6. Discussion

StreetScouting can be utilized by urban planning administrators and policymakers,
municipal offices, geoinformatics companies, and other commercial organizations, for
applications related to public health, real estate, traffic detection, waste management, and
others. More specifically, urban planning officials can automatically check the density of
the trees in particular regions to plan the creation of parks or new green areas. Municipal
administrators can collect data regarding the number of street lights that are available.
Information regarding the number of retail shops can be important for a real estate applica-
tion. The number and position of recycling or trash bins can support waste management
campaigns. StreetScouting generated data can be further utilized for statistical analysis and
geographic information systems.

The motivation for StreetScouting started in the context of the GRUBLES project. The
goal of the project is to build statistical models that can infer socioeconomic indicators of
a region by using information regarding the number and locations of urban features. For
this use case, StreetScouting is configured to track specific urban features, such as trees,
street lights, retail shops, recycling, and trash bins, vehicles, traffic signs, and traffic lights.
Some of these features are selected based on the related literature. For example, trees are
important for health in an urban environment [52], the detection of trash bins can enable
efficient waste management activities [53], and the detection of vehicles is important for
traffic management [54]. The rest of the features are selected from the user requirements
process of the GRUBLES project. One example of the outcomes of GRUBLES can be seen
in Figure 10. In the figure, the recycling bin coverage of a particular region is shown.
This analysis uses the results of StreetScouting and other publicly available census data to
calculate additional statistics, such as how many residents correspond to one recycle bin
and locations that require more bins.

It is easy to extend StreetScouting to other use cases. Any new user of the platform
can collect data with the proposed data collection method and define the region of interest.
Data collection should be performed with car speeds that are imposed within urban regions
but in any case not higher than 90 km/h to avoid object tracking errors. There is no
limitation on the size of the region coverage. Besides the already mentioned urban features,
StreetScouting can be configured to detect other features as well, for example in rural areas.
This process would require the creation of need object detection models using annotation
and fine-tuning.
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Figure 10. Recycling bin coverage for a particular region in the city of Thessaloniki.

The generation of the StreetScouting results is asynchronous and the processing time in-
creases linearly with the duration of input videos. The hardware requirements for StreetScout-
ing include a typical server with at least 32 GB ram, a multi-core CPU, and a CUDA-enabled
GPU. The average execution time of StreetScouting is equal to the input video duration.

One limitation of StreetScouting is that the location estimation module cannot esti-
mate precise location information. This limitation is not so crucial for the intended use
of StreetScouting as it is more important for StreetScouting to correctly detect the object
and provide a rough estimation of the location. StreetScouting is not proposed for appli-
cations that require accurate location information. Moreover, as mentioned in Section 3.1,
StreetScouting currently assumes that the data collection route is not overlapping, meaning
that precise routes are designed beforehand by specific personnel. For the updated version
of the platform, we plan to exploit the GPS information of the detected objects in order
to discard duplicate detected features from overlapping data collection routes. To further
validate and improve the model’s performance, we plan to expand the training datasets
with additional annotations, create evaluation datasets for pre-trained models and provide
a benchmark for the tracking approach. StreetScouting is a platform that can be configured
to detect and track specific urban features. The platform can be extended to detect more
urban objects according to needs. StreetScouting will continue to obtain updates and
keep up with the latest trends in deep learning research. In the future, StreetScouting will
support processing 360◦ visual signals to better capture urban objects and decrease the
processing times. Finally, we plan to release a public benchmark dataset to automatically
evaluate all approaches described in this work.

7. Conclusions

In this work, we presented StreetScouting, a platform for the automatic detection of
urban features, such as trees, bins retail shops, vehicles, and others. StreetScouting utilizes
state-of-the-art computer vision approaches to detect and geotag urban features from visual
data. The platform offers an organized and easy-to-use environment that provides a variety
of options, such as visualization and data aggregation techniques to efficiently process,
review, and handle the resulting data.

StreetScouting is able to detect and track urban features, reducing the gap between
a fully automatic and manual detection approach. The small performance drop of the
automatic approach is definitely a good trade-off to the labor-intensive manual inspection.

In the context of the GRUBLES project, publicly available statistics and indicators,
such as financial status, lighting quality, green area coverage, traffic, waste management,
and others were studied in the analyses. The extracted information can be utilized by many
other commercial or public organizations, providing automatic and accurate data without
the need for manual inspection. This information is vital for urban planning tasks and
related commercial use cases.
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