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Abstract: With the vigorous development of integrated circuit (IC) manufacturing, the harmfulness
of defects and hardware Trojans is also rising. Therefore, chip verification becomes more and more
important. At present, the accuracy of most existing chip verification methods depends on high-
precision sample data of ICs. Paradoxically, it is more challenging to invent an efficient algorithm for
high-precision noiseless data. Thus, we recently proposed a fusion clustering framework based on
low-quality chip images named High-Frequency Low-Rank Subspace Clustering (HFLRSC), which
can provide the data foundation for the verification task by effectively clustering those noisy and
low-resolution partial images of multiple target ICs into the correct categories. The first step of the
framework is to extract high-frequency texture components. Subsequently, the extracted texture
components will be integrated into subspace learning so that the algorithm can not only learn the
low-rank space but also retain high-frequency information with texture characteristics. In comparison
with the benchmark and state-of-the-art method, the presented approach can more effectively process
simulation low-quality IC images and achieve better performance.

Keywords: low-quality data; integrated circuits; high-frequency texture component; subspace clustering

1. Introduction

Machine learning and the integrated circuit (IC) manufacturing industry have ad-
vanced rapidly in the last decade. The expansion of the IC industry especially has led to
a new pursuit of efficiency in all aspects. Verification is one of the core steps in the chip
design and production process, so traditional inspection methods needed to be replaced
by new automated inspection means urgently. Therefore, efficient verification techniques
based on computer vision or machine learning algorithms have received a lot of attention
in recent years [1–4]. In the proposed process of such verification techniques, their validity
is mostly derived from the high-quality ICs’ images being utilized as a test set. The goal
of this paper is to suggest an algorithm for the effective classification of low-quality ICs’
images in order to reduce the stringent requirements on samples and provide a reliable,
valid, and easily accessible database for the subsequent verification procedures.

With annual semiconductor sales exceeding USD 400 billion for the first time in
2018 [5], the need for reliability verification in the semiconductor industry has reached a new
pinnacle, and there are two common types of defect objects in reliability verification, which
are unintentional defects and malicious hardware Trojans (HTs). Unintentional defects can
be caused by immature processes that result in low yields or poor processing environments,
such as solder joint offsets and stained spots. These defects are not the original design
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intent, so they can be solved by improving the process and production environment. In
contrast, HTs are human-implanted and can exist in two important stages of IC production,
including design and manufacturing. Even more problematic is the fact that today’s IC
production is a global collaborative model, with various stages of the industry scattered
around the globe, making it easy for HTs to break in. HTs can leak secret information,
disable ICs, or cause other catastrophic consequences [6–8]. In 2009, a statistical approach
was proposed with the idea of constructing a series of fingerprints based on the path delay
of gold chips to verify whether the chips contain HTs by comparing the delay parameters
of the chips with the fingerprints [9]. With the booming development of computer vision,
vision-based techniques are one of the hot research topics in the last decade. A machine
learning algorithm based on power analysis was proposed in [10], which aims to obtain
the hardware Trojan infection algorithm and use machine learning to detect hardware
Trojan implantation. One HT classification method is called Hardware Trojan Learning
Analysis (ATLAS) [11], which identifies HT-infected circuits using a gradient boosting (GB)
model on data from the gate-level netlist (GLN) stage. A method is proposed to extract
the basic features of digital circuits using Haar features and augment their features with
the AdaBoost learning algorithm to generate strong classifiers [12]. Two hardware Trojan
detection algorithms based on support vector machine (SVM)-supervised machine learning
were designed [13,14]. In [15], the intrinsic nature of many cores providing feedback to the
online learning algorithm based on the core information and its behavior with incoming
packets was designed for a real-time online learning method. As a latecomer, deep learning
has also made a lot of achievements in this field in recent years. A deep learning (DL) class
of ML was proposed based on extracting the raw circuit features and feeding them into a
DL model (deep stacking autoencoder) that extracts the features which contribute to HT
detection [16]. A novel, golden, reference-free HT detection method named GNN4TJ [17]
was proposed in the register transfer level (RTL) based on a graph neural network (GNN).
A deep learning model, GATE Net, based on graph convolutional networks (GCNs),
was proposed in [18], which is trained using supervised contrast learning for labeling
designs containing random insertion triggers using only the corresponding netlist. A new
model-based dynamic convolution neural network (DCNN) architecture was developed
in [19], which includes three convolutional and pooling layers for automatically extracting
invariant and relevant features from IC images. A new graph learning (GL)-based method
for detecting node HTs, called NHTD-GL, was proposed in [20].

As more and more companies join the chip manufacturing sector, the need for flow
and verification of chip designs after they are completed is also on the rise. However,
unlike large companies, which have the financial resources to spend large sums of money
on scanning electron microscopes (SEMs) to facilitate the subsequent verification process,
small- and medium-sized companies are forced to outsource this step to professional
facilities, albeit at a high cost. In essence, this is because the availability of validation tools
is based on high-quality IC images. This creates a contradiction: the high difficulty of
obtaining high-quality images and the indispensability of noiseless high-quality IC images.
This contradiction is also one of the biggest obstacles between academia and industry. A
low-cost and easily achievable alternative is, therefore, worth exploring.

The aim of this paper is to propose an algorithm for the recovery of low-quality image
information for subsequent detection tasks. As the approach is pragmatic, the data used in
the experiments will take into account the following practices and common situations:

(1) Unlike SEM, which uses a narrowly focused high-energy electron beam to scan the
sample and sweep the image elements from left to right and from top to bottom on a
sample to obtain a high-precision, full-range image in a single pass, the workflow of
a normal camera with a microscope is still to capture different partial views several
times and finally combine them into a complete large image.

(2) For the sensor on the camera, the unstable temperature and light source of the acqui-
sition environment can bring about changes in the signal-to-noise ratio (SNR), and
images with low SNRs often contain a variety of noises.
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(3) Image data may be corrupted when uploading from the camera to the server, such as
due to multiplicative noise caused by unsatisfactory channels.

To cope with the images obtained in the above scenario, this paper proposes a fused
representation clustering framework called High-Frequency Low-Rank Subspace Clus-
tering (HFLRSC), where high frequency means the High-Frequency Texture Component
(HFTC). In HFLRSC, A fused subspace learning framework that incorporates an HFTC and
low-rank constraints is proposed. Experiments on simulated data show that the method
can effectively process low-quality IC images and achieve better performance than the
benchmark and existing methods.

2. Background Knowledge

This section will briefly introduce the related background knowledge on low-rank
representation learning and the high-frequency texture component.

2.1. Low-Rank Representation

Due to the problem of the signal-to-noise ratio, the current data acquisition methods
will inevitably cause varying degrees of noise pollution in the datasets. To reconstruct
a low-rank matrix from polluted data, LRR was developed. Given a dataset X that has
been polluted by errors P, X can be thought of as a mixture of two parts (X = U + P),
where the raw data U should be of a low rank. In order to achieve the above objectives, the
subsequent regularization rank minimization equation could be formulated as

min
U,P

rank(U) + λ‖P‖l s.t. X = U + P, (1)

where λ is a trade-off parameter and ‖ · ‖l also indicates a specific regularization technique
for the error term.

After introducing an extra dictionary matrix, the more general rank minimization
problem can be applied to more real mixed data as follows:

min
C,P

rank(C) + λ‖P‖l s.t. X = UC + P, (2)

where U is a dictionary. Under the circumstances, the minimum solution of C which
can be abbreviated as C∗ is the “lowest rank representation” of X. In the process of
practical application, it is difficult to build an appropriate dictionary. Therefore, the self-
representation method of using itself [21] as a dictionary came into being. At this time, C∗

represents the sample’s subspace knowledge and can be used for clustering.

2.2. High-Frequency Texture Component

In general, there are two important components constructing the information of the
image: a texture component and a structure component. The morphological information
of an image is represented by the texture component, while the structure component
represents the structure. Therefore, the essential characteristic of the image can be revealed
well by the texture component. The texture component knowledge can be useful for
rebuilding images using compressive sensing algorithms.

The image texture component is the high-frequency information, which is easy to
achieve. Among our pretests, we successfully propose an effective method to extract the
morphological characteristic of human face images and utilize it to distinguish different
individuals. In the IC image, the key information is the shapes, layouts, and wiring of its
electronic components. The edges of elements will create the pixel change regions in the
images, which can also be effectively captured and extracted by the high-pass filter, and
the high-pass filter can effectively capture and extract the pixel change region generated
by the edges of electronic components. Even if the resolution of IC images is low and
full of noise, the features extracted by HFTC are still enough for classification and the
following procedures.
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3. The Proposed Approach

The motivation and architecture of HFLRSC will be discussed in detail in this section.

3.1. Proposed Framework

In just about all instances, conventional clustering approaches would consider all of
the data’s knowledge during the procedure, which is effective for noiseless data. However,
data in the real world are often noised, and the noise may be non-sparse or of a high
intensity. The noise may form some pixel blocks in the samples and cause those samples
to lose their features. Thus, traditional methods would probably categorize those noised
samples into the same cluster. Inspired by our pretests, the HFTC features extracted from
face images can maintain valuable morphological information well and greatly weaken
the noise, we believe that HFTC extraction can make better use of the key knowledge of
low-quality IC images. To be specific, the valuable information of the ICs’ images exists
in the layout and wiring of the electronic components in the field of IC defect detection
(visual detection methods). While the layout and wiring can be effectively retained by
HFTC extraction. In the meantime, the impact of environmental noise and pixel loss will be
significantly reduced in the extraction process, which is very conducive to the subsequent
clustering tasks.

In machine learning tasks, each individual sample in the dataset is usually assembled
into a column as X =

{
xi
∣∣i = 1, . . . , N

}
. Each individual sample, designated by the letter xi,

must be reshaped during the extraction process to its original height and width, designated
by X i. In order to facilitate the following discussion, the height and width of X i are
represented by H and W, respectively. Then, X̂ i can be made to represent the expression
of data X i in the frequency domain, which is derived by using a two-dimensional Fourier
transform (2D FFT):

X̂ i(s, t) =
H

∑
m=1

W

∑
n=1

xi(m, n)e−j2π(ms
H + nt

W ), (3)

where (s, t) and(m, n) denote the coordinates. Then, the high-frequency texture com-
ponents of the images ĥ1, · · · , ĥn are obtained by using a high-pass filter H to process
frequency domain data and apply an inverse two-dimensional FFT to the filtered frequency
domain data:

ĥi(m, n) =
1
H

1
W

H

∑
s=1

W

∑
t=1

H X̂ i(m, n)ej2π(ms
H + nt

W ). (4)

Then, ĥi is restructured as a column vector hi and combined to form the matrix
H = {h1, · · · , hN} ∈ Rd×n.

The high-frequency texture components retain most morphological information, which
can reveal the essential details for better distinguishing individuals. When the data are
noised, the traditional clustering methods may not work as usual, particularly when the
noise is not sparse and has a high energy level. Using IC images as examples, when distinct
circuit images are obscured by Gaussian noise or flaws, they may be classified as part of
the same cluster because of the high energy of the covers. The noise described above is
low-frequency information that can be considerably decreased following HFTC extraction,
from which it can be concluded that using an HFTC will assist representation learning and
increase subsequent clustering performance.

Rather than sharing an entire uniform space, the samples of dataset X are typically
located in their distinct low-dimensional subspaces. The LRR problem [22] can be reformu-
lated using the self-representation method:

min
C

rank(C) + λ‖XC− X‖l (5)

where ||XC− X‖l represents the sparse error measurement. Using the knowledge of the
high-frequency texture component matrix H and a Frobenius norm to estimate the error
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between the texture component and the original data, the LRR formula can be reformulated
as follows:

min
C

rank(C) + λ1‖XC− H‖2
F + λ2‖XC− X‖l (6)

where λ1 and λ2 are the trade-off parameters. In the iterative process, the algorithm can
learn the unique representation of C by integrating all aspects of the knowledge. Since the
rank (·) operator is a non-convex problem, a convex kernel norm is typically used to relax
it [23]. As a matter of convenience, P can be used to represent the data’s own error term.
Finally, High-Frequency Low-Rank Subspace Clustering (HFLRSC) is proposed, which is
written as a minimization problem:

min
C,P
‖C‖∗ + λ1‖XC− H‖2

F + λ2‖P‖l s.t. X = XC + P (7)

As previously described, λ1 and λ2 are the trade-off parameters. The nuclear norm and
the Frobenius norm are denoted by ‖ · ‖∗ and ‖ · ‖F, respectively. Within this framework,
the ‖ · ‖F function is used to estimate the distance between the self-representation term XC
and the texture component term H. Subspace C will progressively acquire the information
stored in the texture components during the iterative procedure of minimizing the term
‖XC− H‖2

F. Because of the sparse error and low-rank term limitations, the learning results
will attain a relative balance while modifying the trade-off parameters.

When C is obtained, the category to which each sample belongs can be revealed by
the subspace structure. With C, the affinity matrix could be generated as follows:

W =
|C|+ |CT |

2
(8)

where | · | is the absolute operator. The final clustering results can be acquired using the stan-
dard Special Clustering (SC) approach by using the generated w matrix as illustrated below:

min
F

Tr(FT LF) s.t. FT DF = I (9)

where Tr(·) denotes the trace of the matrix. F denotes the cluster indicator matrix, while I
denotes the identity matrix. L is the Laplacian matrix, and D is a diagonal matrix whose
elements are the sum of the ith row or ith column of W . Thus, Equation (9) can be effectively
transformed into an eigenvalue decomposition problem, and the clustering index of the
data points can be directly expressed by a matrix F.

3.2. Solution to HFLRSC

This section will provide a brief overview of the HFLRSC solution and essential steps.
The optimization problem in Equation (7) is convex and can be solved by various methods.
For efficiency, we adopt in this paper the Augmented Lagrange Multiplier (ALM) [24]
method. We first convert Equation (7) to the following equivalent problem:

min
C,R,P

‖C‖∗ + λ1‖XR− H‖2
F + λ2Ω(P) s.t. X = XR + P, R = C (10)

The problem can be solved by the ALM method, and the objective function using the
ALM method can be written as

L =‖C‖∗ + λ1‖XR− H‖2
F + λ2Ω(P)+

µ

2

(
‖XR + P− X +

β1

µ
‖2

F + ‖C− R +
β2

µ
‖2

F

) (11)

The above problem is unconstrained. Thus, it can be minimized with respect to C, R,
and P by fixing the other variables and then updating the Lagrange multipliers β1 and β2,
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where µ > 0 is a penalty parameter. The inexact ALM method, also called the alternating
direction method, is used in HFLRSC and is outlined in Algorithm 1.

In Algorithm 1, the subscript t indicates the index of iteration. Θ(a, b) = USb(Σa)V T is
the singular value thresholding (SVT) operator, in which UΣaV T is the singular value decom-
position (SVD) of a and Sb(X) = Sign(X) ∗max(|X| − q, 0) is the soft threshold operator.

Algorithm 1: The algorithm of HFLRSC.

Input: Data X =
{

xi
∣∣i = 1, . . . , N

}
, trade-off parameters λ1 and λ2, Butterworth

filter order n1 and cut-off frequency D0.
Output: Self-representation matrix C

Initialize filter by parameters n1 and D0 ;
Extract the high-frequency texture components of datasets by (4);
while not convergence do

Update C by Ct+1 = Θ((R− β2
µ )t, 1

µ );
Update R by R∗t+1 =

((2λ1 + µ)XTX + µ ∗ I)−1(2λ1XT H + µXT(P− X − β1
µ )t + µ(C + β2

µ t));

Update P by Pt+1 = S λ2
µ

((−XR + X − β1
µ )t) ;

Update parameters


β1 = β1 + µ(XR + P− X)

β2 = β2 + µ(C− R)

µ = µ ∗ ρ

end

4. Experimental Study

In this section, we conduct extensive experiments on simulation datasets to verify
the effectiveness of the proposed approach. All experimental data were obtained from a
real-world scanning electron microscope at different settings.

4.1. Data Preparation

In the implementation, we chose to use simulated samples obtained by processing
high-quality images from the real world due to several reasons. First of all, it is hard
to access sufficient quantities of the desired low-resolution equipment. Secondly, the
high-quality image used in this experiment was taken by a scanning electron microscope,
meaning that it should be able to represent the highest-quality chip image. Therefore, the
down-sampling of high-quality images in different proportions is effective for simulating
different conditions for low-resolution devices. In addition, the simultaneous interpreting
of different sizes and intensities of the image is used to simulate the sizes of different sensors,
because the size of the sensor is positively correlated with the signal-to-noise ratio (SNR).
Based on the above discussion, we entrusted an authoritative research institution, named
the Science and Technology on Reliability Physics and Application of Electronic Component
Laboratory, with the high-quality chip images scanned by an electron microscope. Based
on the principle of confidentiality of information and the frequency with which the chip
was attacked, the research institution provided a real image of the chip. Figure 1 shows a
general view of this chip.
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Figure 1. A scanning electron microscope image of the chip with a resolution of 6960 × 5084.

There was one more major processing step before we proceeded with the clustering
experiment, which was histogram equalization. This method is generally utilized to
increase the global contrast of images, especially when the contrast of the valid data of the
image is quite close. Through this method, the brightness can be better distributed on the
histogram. In the actual production process, it is difficult to obtain timely and high-quality
chip images to analyze whether there are hardware Trojans and defects, which are caused by
equipment accuracy, environmental interference, and operation error. In order to solve the
above shackles, different partial views of the chip can be scanned multiple times through a
low-precision lens, and all partial views can be reassembled into a complete chip image.

When obtaining experimental data, the low-quality image would be simulated through
the following three steps. First, we divided the full-view pictures into several parts and
further controlled the resolution by reducing the sampling proportionally. Secondly, the
defects of different sizes and numbers extracted from real chip images were covered
on the simulated data samples. Lastly, we added different strengths of Gaussian noise,
salt-and-pepper noise, and multiplicative noise to simulate environmental interference.
Figure 2 presents a part of the simulated low-quality images of ICs. In this experiment, a
complete chip image would be divided into 12 parts, and each part would be divided into
10 categories by adding defective blocks at random locations and the same noise intensity.
Therefore, the dataset size of this experiment was 10 categories and 120 samples in total.

(a) (b)

Figure 2. Data samples corrupted by Gaussian noise with two different types of intensities and
simulated defects. (a) sample a; (b) sample b.

Next is the explanation of the noise parameters. “Gaussian 0.1” means adding Gaus-
sian white noise, where the mean value is 0.1 and the variance is 0.01 by default. “Multi-
plicative noise 0.1” means adding multiplicative noise using equation J = I + n ∗ I, where
I is the original image and N is the uniformly distributed random noise with a mean value
of 0 and variance of 0.1 by default. The range of the mean and variance parameters of
Gaussian noise and multiplicative noise types is [0, 1]. “Salt-and-Pepper 0.1” means adding
salt and pepper noise, where 0.1 is the noise density, which means it will affect about
0.1 ∗ numel(I) pixels.
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4.2. Comparison Methods

In this experiment, we chose K-means and spectral clustering with normalized cut
(Ncut) for the baseline. Classical representation learning algorithms including Sparse
Subspace Clustering (SSC) [25] and Low-Rank Representation (LRR) [23] were also adopted
for comparison. We also added two recent clustering algorithms for comparison: SC-
SRGF [26] and USENC [27].

Next, the five general performance indicators selected in this section are introduced.The
accuracy (ACC) was calculated using the Hungarian algorithm to best map among the
ground true labels and cluster results. The purity and accuracy in classification problems
are similar. It takes the most classes in each cluster to be the class represented by this cluster,
calculates the number of correctly allocated classes, and then divides this number by the
total to obtain a value. The normalized mutual information (NMI) is used to measure
the correlation between data distribution. The higher the mutual information, the higher
the correlation. The F-measure (F) is a combination of precision and recall in information
retrieval for clustering evaluation. The adjusted Rand index (ARI) indicates the similarity
between the two clusters.

4.3. Results and Analyses

In this section, we will conduct clustering of the simulated datasets with different
degrees and types of noise under the condition of the same pixel loss. In particular, we
fixed the number of defects at 10, which was to simulate the chip with a small number of
defects in the general scenario, as too many or too little would appear impractical.

Table 1 lists the set-ups for the objective datasets and the indexes of those set-ups.
Table 2 presents the clustering results with the five performance indicators mentioned
above. The results in the table clearly show that HFLRSC not only achieved the best results
in all datasets but also achieved 100% excellent performance in five indicators in half of
the datasets. With the increase in noise intensity, the performance of the general methods
would fall strongly. Specifically, in the process of Gaussian noise rising from 0.1 to 0.6, the
accuracy of NCUT and K-means decreased significantly by 64.87% and 53.48%, respectively.
The accuracy of HFLRSC was very stable, and even the lowest could reach a 92.62% result,
which shows that our method has a very obvious effect on noise suppression and can
effectively extract valuable information from low-quality IC images.

In order to make this conclusion more intuitive, we drew a broken line graph as shown
in Figure 3, in which the accuracy of each algorithm changes with the transformation of
Gaussian noise.

Table 1. Simulated datasets with different settings.

Index Noise Defects

1 Gaussian 0.1 10
2 Gaussian 0.2 10
3 Gaussian 0.4 10
4 Gaussian 0.6 10
5 Salt-and-Pepper 0.1 10
6 Salt-and-Pepper 0.2 10
7 Salt-and-Pepper 0.4 10
8 Salt-and-Pepper 0.6 10
9 Multiplicative 0.01 10
10 Multiplicative 0.1 10
11 Multiplicative 0.15 10
12 Multiplicative 0.2 10
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Table 2. The clustering performances of the proposed approach and the comparison methods for the
simulated datasets (1–6). The bold denotes the best results.

Datasets Methods ACC NMI Purity F ARI

1

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 88.20 94.31 90.17 88.11 87.01

K-means 73.94 85.24 76.54 73.46 70.79
LRR 97.97 99.16 98.50 98.11 97.95
SSC 100.00 100.00 100.00 100.00 100.00

SC-SRGF 92.22 96.58 94.02 92.54 91.89
USENC 100.00 100.00 100.00 100.00 100.00

2

HFLRSC 98.33 97.75 98.33 96.49 96.20
NCut 87.03 93.32 89.50 86.69 85.49

K-means 68.03 79.23 70.63 64.85 61.20
LRR 97.42 98.98 98.17 97.65 97.45
SSC 93.33 92.33 93.33 86.47 85.34

SC-SRGF 88.33 95.35 91.67 89.27 88.33
USENC 93.13 95.95 93.88 92.33 91.64

3

HFLRSC 93.40 91.37 93.40 86.47 85.36
NCut 43.05 47.87 44.77 28.59 22.31

K-means 36.75 41.23 38.78 26.42 18.13
LRR 80.81 79.46 81.13 66.37 63.50
SSC 73.50 67.50 73.92 48.18 43.20

SC-SRGF 64.15 63.65 65.97 46.61 42.06
USENC 49.17 53.75 50.58 35.59 29.90

4

HFLRSC 92.62 90.72 92.62 83.74 82.37
NCut 23.42 25.77 24.60 12.17 2.75

K-means 20.46 19.53 21.45 11.62 0.00
LRR 37.12 38.93 38.85 19.50 12.31
SSC 27.17 32.20 28.83 13.44 5.53

SC-SRGF 38.90 39.82 40.83 22.05 15.26
USENC 26.46 28.86 27.58 14.47 5.43

5

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 90.92 95.91 92.67 91.37 90.59

K-means 71.10 82.77 73.69 69.34 66.18
LRR 100.00 100.00 100.00 100.00 100.00
SSC 100.00 100.00 100.00 100.00 100.00

SC-SRGF 100.00 100.00 100.00 100.00 100.00
USENC 100.00 100.00 100.00 100.00 100.00

6

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 88.65 94.13 90.45 88.40 87.35

K-means 68.06 78.75 70.55 64.68 61.15
LRR 95.67 98.23 96.83 96.01 95.66
SSC 100.00 100.00 100.00 100.00 100.00

SC-SRGF 94.72 94.92 95.02 91.77 91.08
USENC 96.63 98.22 97.04 96.40 96.08

7

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 78.98 86.87 81.40 76.16 74.02

K-means 59.77 64.94 62.67 49.17 44.34
LRR 92.08 95.83 93.70 91.57 90.83
SSC 96.58 96.41 96.58 93.40 92.86

SC-SRGF 90.42 92.94 91.55 87.14 86.05
USENC 90.29 93.79 91.25 88.48 87.48
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Table 2. Cont.

Datasets Methods ACC NMI Purity F ARI

8

HFLRSC 95.23 93.75 95.23 89.61 88.75
NCut 59.30 66.47 61.17 49.10 44.68

K-means 48.69 50.90 51.68 32.89 26.73
LRR 85.78 86.94 85.83 76.80 74.85
SSC 75.50 73.28 75.50 52.70 48.12

SC-SRGF 71.47 71.77 72.40 55.89 52.17
USENC 54.67 57.16 56.46 37.81 32.37

9

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 91.37 95.97 92.83 91.63 90.87

K-means 71.67 84.18 74.62 71.70 68.83
LRR 99.12 99.63 99.33 99.17 99.09
SSC 100.00 100.00 100.00 100.00 100.00

SC-SRGF 100.00 100.00 100.00 100.00 100.00
USENC 98.46 98.94 98.67 98.02 97.84

10

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 82.82 89.03 85.10 80.15 78.36

K-means 57.20 63.51 61.38 44.61 38.83
LRR 98.90 99.54 99.17 98.95 98.86
SSC 95.83 95.31 95.83 91.69 91.00

SC-SRGF 89.93 89.72 89.95 83.10 81.70
USENC 88.79 89.46 89.63 82.50 80.99

11

HFLRSC 100.00 100.00 100.00 100.00 100.00
NCut 71.45 76.92 72.77 63.55 60.35

K-means 52.20 55.65 55.89 36.86 30.48
LRR 89.37 89.41 90.38 80.02 78.26
SSC 87.83 85.71 87.83 76.05 73.98

SC-SRGF 83.50 84.49 84.73 75.85 73.83
USENC 81.46 81.76 82.79 70.22 67.62

12

HFLRSC 99.17 98.88 99.17 98.24 98.10
NCut 58.32 63.05 60.10 45.04 40.29

K-means 46.56 48.47 50.24 29.39 22.36
LRR 83.68 83.71 83.92 69.75 67.04
SSC 85.58 82.37 85.58 70.23 67.62

SC-SRGF 75.73 73.50 75.98 59.88 56.50
USENC 46.96 48.12 48.54 27.86 21.27

It should be noted that when extracting the HFTC, the experimental images needed
to be filtered with a Butterworth filter, which has two hyperparameters: filter order and
cut-off frequency. Therefore, we designed a group of face images through a Butterworth
filter to intuitively express the impact of these two production parameters on the images in
Figure 4. Although we fully grasped the physical meanings of these two hyperparameters,
different datasets often need different combinations of two parameters, which still need the
guidance of human prior knowledge. Therefore, it would lead to great progress to propose
a filter to automatically find parameters.

Aside from that, the trade-off parameters of HFLRSC play roles in balancing the low
rank part of the model. Because of the efficiency of HFLRSC, the values of these parameters
are often set within a large range, and the best parameter value with the best result is
selected by cycling all the parameter values.
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Figure 3. The clustering accuracy varies with the level of Gaussian noise.

(a) n1 = 1 D0 = 3% (b) n1 = 1 D0 = 5% (c) n1 = 1 D0 = 5%

(d) n1 = 2 D0 = 3% (e) n1 = 2 D0 = 5% (f) n1 = 2 D0 = 5%

(g) n1 = 5 D0 = 3% (h) n1 = 5 D0 = 4% (i) n1 = 5 D0 = 5%

Figure 4. Figures from (a–i) present the change caused by the filter’s parameters, where n1 is the
order of the filter and D0 denotes the cut-off frequency by the percentage of the image width. As can
be seen, the features of the high-frequency texture components were related to the cut-off frequency,
while the thickness of the texture depended on the order of the filter.

5. Conclusions

In this work, we discuss how to effectively process a low-quality image of an integrated
circuit. At this stage, many hardware Trojans and defect detection methods have been
invented. However, most of these methods require high-quality data images. Limited by
cost, high-quality images are often difficult to obtain. In addition, due to mechanical errors
or processes, interference is inevitable, which may cause data corruption. Therefore, this
study proposes an innovative framework called HFLRSC that attempts to develop fusion
subspace clustering using low-rank constraints and high-frequency texture components for
processing low-quality images in order to offer a data foundation for the subsequent verifi-
cation tasks. The first step of this algorithm is using a two-dimensional Fourier transform
and Butterworth filter to extract high-frequency texture components, which would be fused
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into the subspace clustering. The presented method achieved high clustering precision and
a stable property to the level of data corruption, according to experimental results for the
simulated datasets.
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