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Abstract: Object tracking is the process of estimating in time N the location of one or more moving
element through an agent (camera, sensor, or other perceptive device). An important application in
object tracking is the analysis of animal behavior to estimate their health. Traditionally, experts in the
field have performed this task. However, this approach requires a high level of knowledge in the
area and sufficient employees to ensure monitoring quality. Another alternative is the application
of sensors (inertial and thermal), which provides precise information to the user, such as location
and temperature, among other data. Nevertheless, this type of analysis results in high infrastructure
costs and constant maintenance. Another option to overcome these problems is to analyze an RGB
image to obtain information from animal tracking. This alternative eliminates the reliance on experts
and different sensors, yet it adds the challenge of interpreting image ambiguity correctly. Taking
into consideration the aforementioned, this article proposes a methodology to analyze lamb behavior
from an approach based on a predictive model and deep learning, using a single RGB camera. This
method consists of two stages. First, an architecture for lamb tracking was designed and implemented
using CNN. Second, a predictive model was designed for the recognition of animal behavior. The
results obtained in this research indicate that the proposed methodology is feasible and promising. In
this sense, according to the experimental results on the used dataset, the accuracy was 99.85% for
detecting lamb activities with YOLOV4, and for the proposed predictive model, a mean accuracy was
83.52% for detecting abnormal states. These results suggest that the proposed methodology can be
useful in precision agriculture in order to take preventive actions and to diagnose possible diseases
or health problems.

Keywords: precision farming; deep learning; YOLOV4; object detection; lamb behavior

1. Introduction

The analysis of animal behavior allows the identification, classification, and quan-
tification of their actions. This analysis permits monitoring the animals’ status to reduce
economic losses due to diseases, or in the worst case scenario, deaths. It also facilitates the
quantification of the resources consumed for optimization. Moreover, it provides follow-up
information during heat, pregnancy, and birth. Due to these benefits, different experts
have used individual behavior analysis or group analysis with different approaches, such
as detecting physical problems [1,2], behavior in climatic changes [3,4], behavior during
feeding [5,6], or simply individual tracking of animals [7,8].

An alternative is the use of a methodology that evaluates the individual or group
animal behavior using several sensors. On the other hand, other methodologies use learning
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algorithms to generalize the problems for specific applications. The approach presented
in this research [9–12] analyzes animal behavior individually using in-depth information.
In this research, a laser sensor to calculate the distance between the animal and the camera
was used. This was implemented to perform segmentation between the objects and the
environment. This approach usually has good results indoors; solar radiation affected
the performance of depth sensors when implemented outdoors. This was a substantial
limitation because incorrect depths affected the accurate animal analysis.

Another way to implement individual behavior analysis is by using geometric analysis
techniques [13,14]. This approach used detection from object segmentation in order to
extract the area of each object. Although some studies showed positive results under con-
trolled conditions, accuracy in this project dropped dramatically in dynamic environments
or multiple animals that had occlusions between them and the camera. Unfortunately,
deployment in production environments was poor due to these problems.

The research presented by [1,15] showed a different approach, where performs an anal-
ysis using machine learning techniques. These projects used the detection of a previously
provided set of variables. This methodology has showed good results; however, a necessary
variable analysis was predefined to ensure the correct operation of these approaches; this
is considered a limiting factor because an analysis of the values, which provide better
results, must be carried out before its implementation. The analysis of individual behavior
currently uses deep learning techniques [16–22]. These works performed detection with a
previously labeled dataset with defined categories (color, texture, shape) to automate the
detection of a state, object, or posture. These researches usually have good results in situa-
tions of individual analysis. However, applications with multiple target objects or without
the necessary conditions for their implementation tend to result in worse efficiency. These
approaches must be trained appropriately with the categories of objects to be detected.
Otherwise, these have low levels of precision during detection.

The approach presented in the papers of [3,23–27], They analyze group animal be-
havior using sensors and linear regressions to estimate behaviors or states. These cases
were differentiated by: a custom dataset, preprocessing, segmentation, and analysis using
linear methods.

The methodologies addressed use important information, such as GPS position, tem-
perature, shape size, and perspective. These are the input variables in the classification to
obtain a behavior of the object in its environment that implement linear regressions. On the
other hand, it was possible to detect abnormal conduct using behavior analysis.

This detection was possible if the methodology considered outliers in the measure-
ments of the environment where it was applied. However, this extraction was limited to
linear relationships. That is, the methodology was changed to adapt to new variables.

More recently were the studies presented in [5,28–31]; these used learning algorithms
for behavior analysis. These works implemented deep learning algorithms to extract
information from animals. The stages of automatic detection, monitoring, and analysis of
animal behavior were identifiable in these cases. A convolutional neural network (CNN)
performed the detection, standard methods performed tracking, and each of the authors
freely approached behavior analysis. With a varied dataset with different postures and
different lighting conditions, applying data augmentation techniques improved the CNN’s
precision in detecting postures/objects. These detections were the input for the statistical
methods to obtain a result of the behavior analysis. On the other hand, the detection of
animal postures was possible with a dataset without categories. This meant that detection
was possible by a predetermined evaluation by the user (right to eat, left to drink). However,
this type of work involved a high number of operations. This type of system required
high-performance computational hardware and a margin of error due to custom evaluation
for the assignment of positions or activities. Table 1 compares the related works according
to the precision obtained and the deep learning model used.
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Table 1. Related works comparison.

Year Model Precision

2022 [11] YOLOV4 99.91%
2021 [27] YOLOV3 66.00%
2021 [28] Faster R-CNN 93%
2020 [5] YOLOV4 97.49%
2020 [29] Faster R-CNN 80.20%

This research focused on creating a predictive model using information on animal
behavior in group housing conditions. Most previous research was limited to group or
individual detection under particular environmental conditions. Unlike the previous works,
we performed the automatic analysis of lamb behavior in stables. To do this, a method for
the extraction of information through deep learning, one for tracking with image processing,
and a predictive model, are proposed. This methodology brings together the information
from the proposed tracking method and the information provided by deep learning. Deep
learning generated data are used to obtain object category recognition and validate the
number of detected objects or an occlusion between animals. The distance traveled by
the object tracking is calculated, and all this information is saved. Finally, the proposed
predictive model uses this information to determine the normal or abnormal status of
the lamb.

The research contributions are (1) a dataset extracted from videos with more than
9652 images of lambs that is manually labeled concerning the activities of “eating”, “laying”,
and “standing”; (2) the proposed methodology for behavior detection of lambs; and (3) the
creation of a simple predictive model for the evaluation of the welfare of a lamb based on
the information taken from the tracking and detection of activities.

The remaining sections of the paper are organized as follows: Section 2 describes
the research requirements and configurations for acquiring information from our dataset.
Section 3 covers the results obtained from the methodology for the detection of lamb
activities and how to evaluate the accuracy of CNN. This same section shows the generation
of the predictive model for detecting lamb with motor problems. The challenges and future
work of this research are discussed in Section 4. Finally, the conclusions are presented in
Section 5.

2. Materials and Methods

This section presents the materials used and the proposed methodology. This consists
of analyzing lamb behavior with an approach based on deep learning and a predictive
model using a single RGB camera. Our strategy was to extract the information from an
RGB image through deep learning. Furthermore, this strategy combines the power of
abstraction of deep learning and the use of predictive models. This means combining these
two approaches to deal with the problem of animal behavior analysis. In order to achieve
this process, we analyzed lamp behavior in three steps: detection, tracking, and predictive
analysis. First, object detection provided a location and delineation of the lamb in the scene
(Section 2.2). Second, mathematical analysis to track the different animals in the scene
was used (Section 2.3). Third, a predictive model was proposed to determine the behavior
presented in the animals subjected to study (Section 3.2). In addition, an input video was
used (Section 2.1). These videos provided the methodology the information needed to
function. Figure 1 shows the proposed methodology.
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Figure 1. A diagram of the proposed methodology.

2.1. Video Input

This subsection presents the main gathering of information from videos that were
used in our study. These videos provided the information which the methodology needed
to work. First, we describe the animal features and the place of study. Second, we present
the configuration of the facilities used and the specifications of the recordings.

2.1.1. Animals and Test Facility

The place of the study is described in this subsection. The experiments were carried
out between 1 June and 20 July 2021, in the corrals of a commercial farm in southwestern
Mexico, in the municipality of San Fernando in the state of Chiapas, located at latitude
16.899140 and longitude −93.249931. The stable had feedlots and lamb breeding; the
barn had feedlots and lamb farms; these pens were located within the same facilities.
The perspectives of the corrals’ cameras, their lighting, and the equipment were similar.
The feedlot contained a drinker located at the edge of the area and a mobile feeder. Pasture
and fattening feed was the basis of the feeding of the animals. Figure 2a shows the feeder’s
location in the central part of a pen.

These are were commonly called conventional or rustic for raising lambs. Small
lambs range from 4 to 30 kg, and fattening lambs approximately 30 to 40 kg. Most of the
lambs were entirely healthy, but there was a lamb which was born with a leg deformation.
Figure 3a shows a lamb with regular legs, while Figure 3b shows the legs of a lamb with
the locomotion problems of the deformed lamb in our study.

2.1.2. Spatial Distribution of the System and Video Recordings

The videos recordings have natural light in scenes. The camera implemented in this
study is IMX219-160IR with 8-megapixel features (3280 × 2464 px resolution), night vision,
and a 160-degree aperture lens.

The resolution of recordings from the pens used was 640 × 480, at a speed of 30 fps/s.
This facilitated the processing of a large amount of information. The perspective of the
cameras was in a zenith plane position or superior view, in such a way that the pens were
observed entirely, trying to cover all the areas where the study objects could be and avoid
their occlusion. Figure 2c shows the spatial distribution of the system. The configuration
used was similar to the one reported in other research [26]. The cameras were connected
wirelessly, and the images were stored locally on an SD memory card and later transferred
to a computer for information processing.

For 14 days, 24 h a day, 10-min video recordings were stored. This allowed us to
obtain information about the processes of fattening and raising the lambs within the pens.
The videos contained samples of feeding times during dusk and at night so as to have
different information in different lighting conditions.
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(a) (b)

(c)

Figure 2. General distribution of the system for lamb detection. (a) Real scenario. (b) Plane coordinate
system. (c) Distribution spatial system.

(a) (b)

Figure 3. Lamb legs comparison. (a) Lamb with normal legs. (b) Lamb with deformed legs.
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2.2. Object Detection

The object detection stage of our methodology analyzed the input videos and obtained
the metrics for the behavior analysis methodology. First, the selected model and its char-
acteristics are described. Additionally, we show how object detection was used and the
characteristics of the data stream. Last but not least, the metrics generated by deep learning
are shown.

2.2.1. Automatic Detection of Lambs Activities

The proposal focuses on the detection of the position and posture of a lamb as a prob-
lem of object detection. Object detection provides algorithms for locating and classifying
objects in images [32].

The predefined classes were: (i) standing, (ii) eating, and (iii) laying (Figure 2a). First
of all, the object detection problem required determining the positions of the bounding box.
The second step was classifying the activity of the lamb in one of the defined categories; this
had to be done with a high confidence score for each lamb located in the analyzed image.

In order to detect the lambs’ group activities, Faster R-CNN [33], YOLOV3 [34], and
YOLOV4 [35] were potential candidates for implementation. In the first case, in order to
ensure object detection and easy adaptation, the Faster R-CNN network set in Tensorflow
was implemented. This configuration used a region proposal network and was two-stage.
On the other hand, YOLOV3 and YOLOV4 are one-stage models that approached the object
detection problem as regression (Redmon and Farhadi, 2018b). Due to easy customization
of backbone layers, spatial pyramid pooling, and path aggregation networks, YOLOV3
and YOLOV4 provided a better experience. Additionally, Ref. [35] confirmed that YOLOV4
tends to be the best object detector in terms of accuracy and speed of object detection.
In this context, the model selected for lamb activity detection was determined based on the
previous analysis, where YOLOV4 was the best candidate.

For the selected network, three sets of data were taken into consideration: the bound-
ing box, the class, and the precision value of the detection. The bounding box represented
the lamb’s position, which was crucial because it provided information to recognize the
behavior. The class represented the predefined activity displayed as laying, standing, or eat-
ing. The detection precision value was a numerical reference that indicated a confidence
percentage for the detected activity. There were video samples with 6 and 8 objects in the
experimental tests. Frames were used where the number of objects were equal to those
initially detected due to the possible occlusion of objects in their activities. For processing,
training, and testing, an Nvidia GeForce RTX 2070 8 GB (ASUS) graphics card with Intel
(R) Core (TM) i7-8750H, 2.2 GHz, 16.0 GB RAM, running Python 3.7 in IDLE—Spyder 4
from Anaconda navigator, was used.

Layer customization was done for YOLOV4 in this research. Figure 4 shows a graphical
representation. The important changes were by the input and output layers of YOLOV4.
Two convolutions defined the input layers of the model—the first being 416 × 416 × 3
and the second 416 × 416 × 32. The dense connection block and the space pyramid pooling
block were without modification (default configuration). The final block of convolutions was
compiled of seven convolutions, the first being 13 × 13 × 1024, the second 13 × 13 × 512,
the third 13 × 13 × 1024, the fourth 13 × 13 × 512, the fifth 13 × 13 × 1024, the sixth
13 × 13 × 512, and the last output layer 13 × 13 × 24.
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Figure 4. Custom YOLOV4 network structure.

2.2.2. Dataset and Labeling Lamb Images

The construction of the set of images was done by extracting a sample from the
recorded videos. In order to make the experimental dataset more diverse and representative,
select random frames during the lamb’s activities in the videos. Consequently, 844 frames
were selected and labeled manually, to which data augmentation techniques were applied,
thereby generating a total of 9652 frames, in which 7722 frames to train the detection
models for individual lambs. The remaining 1930 frames contained 6 to 8 objects labeled
in the same image with the categories of laying, standing, and eating to guarantee the
assessment of the model. To do manual labeling are used LabelImg software. Lambs with
postures other than “laying” or “eating” belonged to the “standing” category. In addition
to the images in this research, images were included from different perspectives, either
from the open field or from a side view. The dataset was published in IEEE Dataport [36]:
[https://dx.doi.org/10.21227/3tyc-y227].

2.2.3. Data Augmentation

The training of CNNs requires a large number of images, applied the generation of
artificial data. This technique is widely used for making more data for a dataset. In the
case of this research, we quadrupled the size of the dataset. The additional training data
helped the model avoid overfitting when training with few data. An increase in data helps
to build more straightforward, robust, and generalizable models.

Data augmentation schemes were applied to the training set and could make the
resulting model more invariant to reflection, zooming, and slight noise in pixel values.
The images in our training dataset were transformed into the forms: reflection X, reflection
Y, reflection XY, rotation, and blur.

Reflection X: Each image was flipped vertically. The mathematical representation of
this operation is Equation (1). [

x′

y′

]
=

[
1 0
0 −1

]
∗
[

x
y

]
(1)

Reflection Y: Each image was flipped horizontally. The mathematical representation of
this operation is Equation (2). [

x′

y′

]
=

[
−1 0
0 1

]
∗
[

x
y

]
(2)

Reflection XY: Each image was flipped vertically and horizontally. The mathematical
representation of this operation is Equation (3).[

x′

y′

]
=

[
−1 0
0 −1

]
∗
[

x
y

]
(3)

https://dx.doi.org/10.21227/3tyc-y227
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Rotation: Each image changed its axis. For this rotation, the rotation matrix given in
the following equation was used.

R(θ) =
[

Cosθ −Senθ
Senθ Cosθ

]
(4)

Blur: Each pixel in the image was replaced with the median value of its neighboring
pixels. The following equation represents the operation.

K =
1
9
∗

 1 1 1
1 1 1
1 1 1

 (5)

2.2.4. Evaluation Procedures and Metrics

This subsection shows how the YOLOV4 deep learning system evaluated model
performance using the confusion matrix terminology [37] below:

• True positive (TP).
• False positive (FP).
• False negative (FN).
• True negative (TN).

In object detection, the annotation and the expected shape of a bounding box do not
match completely, so an extra parameter is required to calculate the variables in question.
This parameter is called intersection over union (IoU) and defines the relative α obligatory
overlap of the shapes of the Bp bounding boxes and the Bgt truth map, as defined by [32]:

α =
area

(
Bp ∩ Bgt

)
area

(
Bp ∪ Bgt

) (6)

The default value of this parameter is 0.5 [38]. Using the terminology of the confusion
matrix and IoU, the following metrics were calculated [37]):

Average precision (AP) is a measure of an object detector’s performance related to a
specific class in the object detection task. The procedure to calculate the AP was as follows:

1. Based on the confidence score, sort all detections.
2. Take detections with the highest confidence scores and match them to the ground

truth until a recall r higher than the expected r level is reached.
3. Calculate precision values based on each level of recall r.
4. Interpolate the precision Pinterp by the maximum precision obtained for a recall level r.

This was defined by [38]:

APinterp(r) = maxp(r)
r:r≥r

(7)

For this study, eleven recall levels were used, r ∈ {0, 0.1; . . . , 1}, with a consistent step
size. Finally, the AP is the arithmetic mean of the precision Pinterp at different levels of
recall [38], as shown in Equation (8):

AP =
1

11 ∑
r∈{0,0.1;...,1}

Pinterp(r) (8)

Furthermore, the mean average precision (mAP) (Equation (9)) is the mean of the AP
values for each class object [39], and the higher the value, the better the result of detection
of temperature distribution.

mAP =
∑C

c=1 AP(c)
C

(9)

where C is the number of detection categories. For the specific case of this study, C = 3.
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Tracking Metrics

This subsection shows the lamb behavior metrics generated by YOLOV4. These were
frame number, detection ID, label, accuracy, bounding box data (Xmin, Ymin, Xmax, Ymax,
CentroidX, CentroidY), distance traveled by object based on the previous and current frame,
inference time, and date (Table 2).

Table 2. Sample of metrics stored in object detection.

FPS ID Label Precision Xmin Ymin Xmax Ymax CentroidX CentroidY Distance Time Inference Date

2 3 Standing 0.99973434 175 328 164 92 257 374 19 0.79399347 8 March 2021 08:46
2 1 Eating 0.9996016 176 84 123 121 237 144 0 0.79399347 8 March 2021 08:46
2 4 Eating 0.99948317 285 71 93 148 331 145 1 0.79399347 8 March 2021 08:46
2 2 Eating 0.99919647 118 199 127 109 181 253 1 0.79399347 8 March 2021 08:46
2 5 Laying 0.99890792 226 218 112 124 282 280 1 0.79399347 8 March 2021 08:46
2 7 Eating 0.98845434 385 64 67 170 418 149 0 0.79399347 8 March 2021 08:46
2 6 Eating 0.98077255 332 223 91 175 377 310 1 0.79399347 8 March 2021 08:46
2 8 Eating 0.91383141 114 95 122 105 175 147 3 0.79399347 8 March 2021 08:46
3 1 Eating 0.99960029 176 84 123 121 237 144 0 0.82321477 8 March 2021 08:46
3 3 Standing 0.99957621 183 326 160 93 263 372 25 0.82321477 8 March 2021 08:46

2.3. Object Tracking

In this subsection, the object tracking stage of our methodology is introduced. Tracking
in the video provided the information that the predictive model needs to function. First, we
describe the tracking method. Second, we describe the coordinate system of object tracking.

The algorithm developed to track objects was applied from a zenith plane to analyze
the lambs for 6 min at the beginning of their feeding. The object tracking process was
simple. First, read the first frame of the video. Second, the next step is to detect activities
using YOLOV4; these detections obtain a unique numerical ID and centroid estimated.
Third, storing the information of the initial number of objects in a CSV file. Fourth, read the
next frame and activities detection repeat. Fifth, the number of objects detected between the
current frame and the previous one is evaluated. If the number of detected objects is equal,
calculated the distance between the detected centroids in the previous and current frame,
and the smaller distance values are assigned the corresponding ID of the previous frame.
The results were cyclically stored in the CSV file at each iteration until the video’s final
frame. Tracking was functional with different pen settings and at different times during the
day. Figure 5 shows the object tracking block diagram.

Start
Is 

it the first 
frame?

Frame reading
1 = 0:N

Object Detection 
(Categories)

The 
number of 

objects equal to 
the previous 

frame?

CSV

Getting information: 
ID, Coordinates of the 

bounding box, label, 
etc.

End
Is 

it the last 
frame?

Least Squares 
Method

Read next 
frame

Yes Yes

Yes

No

No

No

Figure 5. Object tracking block diagram.

Coordinate System

In the experiments, the feeder and drinker were located in the center or on the sides
of the barn in the experimental pens. The lamb’s posture and YOLO directly determined
the label of eating, standing, or laying. However, the neural network did not detect the
same number of objects between some frames. To overcome this problem, a support system
to validate the number of objects between frames was added. This system considers the
numbers of objects detected in the previous frame and the current frame. Each lamb
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detected by YOLO is indicated by a bounding box, and based on the distance between the
centroids of the bounding boxes, assigning the corresponding identification ID, as shown in
Figure 2b. To measure the distance between the bounding box centroid of the current frame
and that of the previous frame (Equation (10)), the centroid is calculated with the values of
minimum and maximum values of X and Y (Xmin, Ymin) and (Xmax, Ymax) (Equation (11)).
This represents bounding box correspondance.

Furthermore, the coordinates (Cx, Cy) in the tracking system were directly related to
the resolution of the frames acquired from the video, given by Cx ∈ [0, 640], Cy ∈ [0.480].
The spatial coordinate system was taken into account when calculating the centroids of the
bounding boxes to keep track of the objects.

Dab =
√
(xb − xa)2 + (yb − ya)2 (10)

Cx,y =

(
xmin + xmax

2
,

ymin + ymax

2

)
(11)

3. Results

This section presents the object detection experiments and the proposed predictive
model. These experiments evaluated the detection of objects (Section 3.1) and the predictive
model (Section 3.2). Three different datasets were evaluated. The first main function was
to measure the accuracy of object detection. The second dataset was established for the
assessment during implementation, and the third set of data was especially for evaluating
the predictive model.

3.1. Object Detection Evaluation

The YOLOV4 object detection network training used the previously described dataset.
For the calculation of the mean precision (mAP) of the dataset, 9377 detections and
7054 unique truth values were considered. Table 3 shows the mean precision for each
category in the dataset.

Recall =
TP

TP + FN
(12)

Precision =
TP

TP + FP
(13)

For a minimum threshold of 0.25, the result was a precision of 0.98 (Equation (13)),
a recall of 1.00 (Equation (12)), and an F1-score of 0.99. There were, in total, 7026 true
positives, 144 false positives, 28 false negatives, and a mean IoU of 85.71%. The mean
precision for the dataset was 0.9985 or 99.85%, and the detection time was 20 s.

Table 3. Training results.

Class Average Precision (AP) True Positive (TP) False Positive (FP)

Standing 99.81% 1850 110
Laying 99.79% 1033 32
Eating 99.95% 4143 35

Object Detection Performance

Six videos evaluated Object detection performance. Table 4 shows the performance of
the lamb activity detector. The lambs tended to remain around the feeder during feeding,
except for the lamb with locomotion problems. The results showed a precision between
83.13% and 98.7% on the detection of the categories: 98.27% for the “eating” category,
95.61% for the “standing” category, and the “laying” category was the one with the lowest
average precision, 75.86%.
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Table 4. Testing object detector.

Total Frames Precision Eating Precision Standing Precision Laying General Precision

Video 1 5410 96.7835 89.8188 62.8166 83.139
Video 2 5402 99.4638 97.9638 n/a 98.713
Video 3 5418 95.343 94.4279 81.1694 90.313
Video 4 5397 99.7009 97.6652 85.0948 94.153
Video 5 5447 99.1959 97.1366 74.3940 90.242
Video 6 5419 99.1337 96.6490 n/a 97.891

3.2. Predictive Model

In this section, the predictive model proposed to determine the lamb behavior is
presented. This predictive model analyzed the information acquired in object detection and
tracking, and it eventually provided an output. First, the features of a predictive model are
described. Second, the collected metrics and the proposed predictive model are analyzed.

Currently, the use of machine learning algorithms is widespread. One of the goals
of machine learning is to build models that make predictions based on metrics. These
algorithms need a set of input data to generate a predictive model. This model was able to
make predictions with new input data.

This research carried out the generation of a predictive model to determine an abnor-
mal state in a lamb, while monitoring their behavior presented through a video during
their feeding, using detection and tracking of objects.

Figure 6 shows the heat maps of lamb locations during feeding. The distribution of
lamb tends to be random, denoting their concentration or permanence in the red areas that
showed a greater frequency of appearance of objects, the blue areas are those that have a
low frequency of appearance, denoting that the lamb have not remained static during their
feeding and tend to change positions.

(a) (b) (c)

Figure 6. Heat maps samples of lambs location: (a) Barn 1—central distribution. (b) Barn 1—lateral
distribution. (c) Barn 2—central distribution.

Label Detection Frequency and Cumulative Distance

Figure 7 shows the frequency of appearance and the accumulated frequency during
the detection and tracking of activities. Box plots were used to achieve this result. Object 5,
shown in red in the graphics, represents the lamb with locomotion problems, as shown in
Figure 3b. Even though most lambs have a general tendency, object 5 stood out. Oddly,
this lamb with a locomotion problems generally exhibited mostly standing activity during
the meal or a greater distance covered. The results of the analysis obtained by the metrics
shown in the box diagrams and the heat maps were used to generate a decision tree with
WEKA. Figure 8 shows the decision tree. This decision tree delimited normal behavior and
abnormal behavior. The decision tree obtained a precision percentage of 100% based on the
sample videos generated for its construction.

The performance of the predictive model was measured using 17 videos. These videos
were recorded on different dates and with random animals. Additionally, these videos
were also different from the previously mentioned datasets. The results obtained are shown
in Table 5. The general mean precision obtained was 83.52%.
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Figure 7. Label appearance frequency and cumulative object tracking. (a) Eating detection fre-
quency. (b) Standing detection frequency. (c) Laying detection frequency. (d) Accummulated value
for distance.

3.3. Output

Figure 9 shows the output of the tracking and behavior analysis, where each of the
multiple categories are visible in a single image. Object detection worked independently
of the proximity of the objects, as long as there was no total occlusion of the objects.
After analyzing the videos, all metrics were saved in a CSV file; this was processed and
sent to the method that contained the constructed predictive model. This method evaluated
the accumulated metrics. Figure 8 represents the decision tree generated. The output of
the predictive model was an image where bounding boxes marked the analyzed objects.
Moreover, they were assigned the color blue to denote that the lamb presented normal
behavior and red to denote that the lamb showed abnormal behavior.
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Figure 9. Examples of object detections and the behavior analysis output.
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Table 5. Predictive model results.

Total
Objects

True
Positives

False
Positives

True
Negatives

False
Negatives

General
Precision

Video_1 4 4 0 0 0 100
Video_2 4 3 0 1 0 100
Video_3 2 1 0 1 0 100
Video_4 2 1 0 1 0 100
Video_5 1 0 0 1 0 100
Video_6 3 2 0 1 0 100
Video_7 4 4 0 0 0 100
Video_8 1 0 0 1 0 100
Video_9 3 2 0 1 0 100

Video_10 3 2 0 1 0 100
Video_11 3 2 0 1 0 100
Video_12 3 2 0 1 0 100
Video_13 3 1 0 1 1 66.66
Video_14 3 0 0 1 2 33.33
Video_15 5 3 0 1 1 80
Video_16 5 0 0 0 5 0
Video_17 5 2 0 0 3 40

4. Discussion

This research evaluated deep learning for automatic activity detection and lamb
tracking in images with a top view and a fisheye lens. Several works approached this
problem from a superior or top view perspective [13,28,29]. The deep learning system
proposed in this work contributed by detecting activities with a CNN and tracking in the
same system in different barn configurations. The mAP was 98% for lamb activities. Similar
works detected behaviors presented in pigs from a superior view [29,40]. These researches
had mAPs of 87% and 80% in similar camera conditions. Other studies implemented the
detection of diseases in animals with very different experimental conditions from this one.
One study [17] aimed to determine a locomotion disorder based solely on the behavioral
analysis presented on video. The YOLOV4 model used for the detection of activities had
a custom setting. This work proposes determining a locomotion disorder based solely
on the behavioral analysis presented on video. Finally, for activities detection, the results
indicate that the categories of “Eating” can be detected with greater precision, with 98.27%,
with 95.61% for the activity of “Standing”, and with the lowest average precision being the
category of “Laying” with 75.8687%. The developed predictive model had a precision of
83.52%, with a correlation coefficient of 0.58, with only the metrics considered, additionally
contributing to the present work. Table 6 shows a comparison of the most recent works
and the proposed methodology.

Table 6. Comparison with related work.

Model Objects Dataset Precision Categories Tracking Analisis

YOLOV4 Red foxes [11] 8913 99.91% Sitting, Lying,
Standing

No Individual

YOLOV4 Lambs (Proposed) 9652 99.85% Standing, Lying,
Eating

Yes Group

YOLOV4 Goats [5] 1200 97.49% Drinking, Eating,
Inactive, Active

Yes Group

Faster R-CNN Broilers [29] 9040 93% Feeder, Eating bird,
Bird around feeder

Yes Group

Faster R-CNN Pigs [29] 7277 80.20% Pig, Pig lying,
Pig not lying

No Group

YOLOV3 Dairy cows [27] 11,754 66.00% Xleft, Xright, Vleft, Vright,
Oleft, Cright, Ileft, Iright

No Group

Limitations

This research had limitations. First, future research should compare the performances
of different current deep learning systems, not only those commonly mentioned but Faster
R-CNN and YOLOV3 as well. However, by making the dataset used in this work pub-
lic, other researchers can use it for training and validation, facilitating experimentation,
and replicating the experiments to improve performance. Second, we have not found
works related to detecting lamb activities or detecting locomotion problems in lambs.
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The developed model detected and tracked multiple objects; other research did not address
this. This work focused on creating an intelligent system that detected and registered
activities—based on this, it also estimated health, obtaining good results in the activity
detection task with a mAP of 98%. Third, the selection of videos of beginning feeding
was motivated by the fact that lambs showed different behavior. The results displayed
were not considered as a 24 h estimate. Fourth, in a generic pen of regional producers
implementation the detection of lamb activities. In these conditions, we record videos
in 14 days. Therefore, it is a reliable estimate concerning other preview works, which
is adaptable. Additionally, the analysis showed that it was possible to apply these deep
learning techniques to studying behavior and detecting diseases.

5. Conclusions

In any animal production setting, it is essential to assess the level of animal welfare
during the daily behavior shown in a barn. This work proposed an approach for automatic
recognition of the abnormal behavior of lambs during group feeding under confined
conditions, based on the YOLOV4 model applied to videos from a top view, an object
tracking algorithm, and a behavior classifier based on a decision tree. These algorithms
were developed and used to automatically analyze the behaviors presented by a lamb with
locomotion problems. The results suggested that at the beginning of the feeding time, that
lamb moved more than others, ate less, or was inactive. The detection of activities carried
out by YOLOV4 obtained precision, recovery, and F1 scores higher than 92%. Furthermore,
the predictive model was found the lamb to have abnormal behavior during group feeding.
Therefore, the proposed methodology has the potential to offer reference information
on the analysis of the health and welfare conditions of cattle. Future research should
explore more sophisticated lamb detection, tracking, and predictive models to achieve
real-time operation.

Furthermore, the predictive model was found the lamb to have abnormal behavior
during group feeding.
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