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Abstract

:

Blockchain has received great attention in academia and industry due to its decentralization and immutability. From the perspective of transaction processing, blockchain is a distributed shared ledger and database with the characteristics of decentralization, traceability, and transparency. These features ensure the security of blockchain’s reliability. However, because a blockchain network requires complex consensus verification between users, it causes problems such as a high cost of data exchange and a low system throughput. Such problems are aggravated when executing a cross-chain transaction, as it is particularly important to ensure the atomicity and isolation of transactions across the blockchain. Considering this, in this paper, we propose the cross-chain transaction processing flow of EOVPC and efficient transaction processing based on version control. Different from the existing cross-chain transaction approaches based on locking, we propose optimistic approaches in which the updated data can be used immediately, with a rolling back procedure that guarantees atomicity. We conducted extensive experiments, which show that our approaches can improve the throughput and success rate significantly.
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1. Introduction


Blockchain has been developing rapidly in recent years. Different from traditional databases, blockchain has the characteristics of decentralization, common maintenance, openness and transparency, immutability, and traceability. These characteristics enable blockchain to better adapt to a data management system whose security requirement is high. Each chain can be taken as an unit and provide services for data maintenance and sharing. The data flow within the blockchain is safe and effective and works in real time. However, as the increase in blockchain applications, there is increasing demand for cross-chain transactions between multiple chains. The data flow between blockchains is difficult to operate due to the lack of trust between blockchains. Because of this, blockchain cross-chain processing has become a hot research topic in the field of blockchain.



Recently, cross-chain transaction processing mainly aims at asset transfer and asset exchange between two blockchains. These cross-chain transaction processing methods are all for the asset circulation on the blockchain of “currency”, but it is difficult to realize cross-chain interoperation based on a smart contract, which limits the application scope of cross-chain blockchain. At the same time, most of these methods are difficult to implement, and tedious transaction processing makes transaction execution efficiency low.



The motivation of this paper is to base cross-chains more on smart contracts, rather than only assets, so that cross-chain interoperability can be more flexible. At the same time, the efficiency of the cross chain needs to be improved. To achieve these goals, we propose our cross-chain transaction processing, known as the OVC procedure. It is based on optimistic version control for the data for all involved chains. We have conducted extensive experiments to show the effectiveness of our cross-chain method and the performance of different cross-chain methods with different working loads.



The contributions of this paper are as follows: This paper studies and compares the existing four mainstream blockchain cross-chain methods, and designs and implements a method to complete cross-chain interoperation among multiple blockchains by using cross-chain scheduling. This cross-chain method is then optimized to become more efficient. The work completed includes (1) the design of a cross-chain scheduling module to realize the cross-chain method of a blockchain for cross-chain interoperability among multiple blockchains, (2) the design of an EOVPC architecture to ensure the atomicity of cross-chain transactions, (3) the design of cross-chain blocks and cross-chain databases to support the traceability and reproduction of cross-chain operations, (4) the optimization of the design of the cross-chain method for a special case of cross chains, and (5) the design and implementation of the cross-chain test platform as well as a test and analysis of the cross-chain system.




2. Related Work


Communication between blockchains involves two blockchains: the source and the target [1]. The source chain initiates a transaction that can be executed on the target chain. At present, “cross chain” refers to “asset transfer” and “asset exchange”. A cross-chain asset transfer involves three atomic transactions: (1) a source chain asset lock, (2) transaction confirmation on the blockchain, and (3) the creation of assets on the target chain [2,3,4]. According to a technical report from the National Institute of Standards and Technology (NIST), blockchain interoperability is defined as “the composition of distinguishable blockchain systems, each representing a unique distributed data ledger, in which atomic transaction execution can span multiple heterogeneous blockchain systems, where data is recorded in a system [where] the blockchain is semantically reachable, [is] verifiable, and can be referenced by another possible external transaction” [5].



In the general communication protocol proposed by Abebe et al., interoperability is defined as the “transmission or exchange of data or value between different ledgers with guaranteed validity” [6]. Pillai and Biswas noted that “the purpose of cross-communication is not to directly change the state of another blockchain system. Instead, cross-communication should trigger some set of functions on the other system that are expected to operate within its own network” [7].



Hardjono et al. define blockchain transaction activity as “the completion of an application-level transaction that is independent of the participating blockchain system” [8]. Both transactions and sub-transactions are guaranteed to be completed within a specified time, i.e., with a “best effort to deliver”.



Two blockchain cross-chain protocols include the cross-chain communication protocol (CCCP) and the cross-blockchain communication protocol (CBCP). Rafael Belchior et al. made the distinction that the CCCP process communicates against a homogeneous blockchain. The CBCP targets heterogeneous blockchain communication [1]. Zamyatin et al. demonstrated that “there is no asynchronous cross-chain communication (CCC) protocol that tolerates [the] abnormal behavior of nodes” [9]. The authors use the simplification of the fair exchange problem to show that correct cross-chain communication is just as difficult as the fair exchange problem [10]. As a result of the proposed theorem, the authors state that, “without trusted third parties, there can be no CCC protocol for tolerating misbehaving nodes”. Trusted third parties can be centralized or decentralized. For example, a centralized trusted party is a trusted validator [11], and a decentralized trusted party can be another blockchain. Lafourcade and Lombard Plate [12] formalize the issue of blockchain interoperability, arguing that a fully decentralized source blockchain cannot verify the existence of data on the target blockchain through practical efforts. More specifically, no protocol assumes that a complete client can implement its interoperable functions, such as asset transfers, without the assistance of third parties.



For these two cross-chain operations, there are several mainstream cross-chain technologies: (1) notary schemes, (2) hash-locking, (3) sidechains/relays, and (4) distributed private key control.



The notary scheme involves a notary, an entity that monitors multiple chains, triggering transactions in the chain when an event occurs on another chain [13]. Exchanges facilitate signaling among market participants by managing order books and matching buyers and sellers. If the trust anchor is placed on a centralized party that holds the user’s private key or funds, the notary is a centralized exchange. Otherwise, if the exchange does not perform trades on behalf of the user and only provides matching services, it is considered a decentralized exchange [14].



In layman’s terms: A trusted third party who tells Chain B what is happening to Chain A, or who tells Chain B whether certain information is true.



For hash locking-based approaches, Hashed Time-Lock Contracts (HTLCs) originally emerged as an alternative to centralized switching because they support cross-chain atomic operations [15]. HTLC technology uses hash locks [16] and time locks [17] to enforce the atomicity of operations, usually between two sides. The trader makes a trade by promising to provide proof of encryption to the other party before the time runs out.



An HTLC is used in Bitcoin for conditional or cross-chain payments, namely atomic exchange [18,19,20]. Atomic swapping can be thought of as a distributed commitment [21], able to fend off a Byzantine adversary. Therefore, atomic cross-chain switching is a distributed atomic transaction [20], which is settled on the chain.



Side chains are two existing blockchains that are interoperable [22,23], extensible (for example, through blockchain sharing [24]), and upgradable [25]. Side chains allow for different interactions between participating blockchains, the most common being the transfer of assets between the main and side chains (bidirectional hooking) [26,27]. A relay solution is an SPV [28] client of the source blockchain running on the target blockchain, capable of verifying transactions [29].



The relay/side chain does not rely on a trusted third party to help it verify the transaction; rather, it is verified by the receiving chain itself after receiving the transmit chain data. A can read B, but B cannot read A; if the A-C chain can read all chains, it should also be an “on-chain” intermediary, and the whole process is “A-C-B”. The trunk is more like the dispatch center of multiple chains. When a “side chain” links many main chains, it becomes a trunk chain. Side chains need to anchor each other’s data.



The private keys of various assets are controlled by distributed nodes, and the original chain assets are mapped to the cross-chain to ensure the interconnection of various assets in the blockchain system. The core of distributed private key control is distributed control management; that is, the ownership and use rights of assets are separated, and the control rights of digital assets on the original chain are safely transferred to the decentralized system.



A distributed private key blocks a chain inside the private key, which is divided into N and put it into N shares. To share it with N participants, everyone can grasp some of the private key participants and can only collect K of them after the distribution of the private key, to restore the integrity of a private key, to restore a full private key, to be able to access the private key assets, or to perform an unlock. In other words, distributed private key control transfers account control through the distributed storage of user account private keys on the network.



A comparison of the four existing cross-chain methods is shown in Table 1.



By summarizing the above four mainstream cross-chain methods, it can be found that they are all value exchanges for “coin” and designed to provide interoperability between cryptocurrency systems [13], aiming to improve the transaction processing capacity of Bitcoin-dominated tokens. Besides the hash locking method, other methods include connecting the token network with the public chain network for token transaction performance improvement and transaction verification. However, blockchain is no longer limited to the field of cryptocurrency and is expected to become a data storage and management technology that is as widely used as a database. Therefore, the blockchain cross chain should not be limited to the transfer of assets and should focus on transaction interoperation between blockchains. With the popularity of the alliance chain, cross-chain technology should also be applied to the scope of the alliance chain. In this paper, we will design and implement the cross-chain interoperation of a blockchain based on Hyperledger Fabric, an important project in the federation chain.




3. Cross-Chain Processing-Based EOVPC


In this section, we introduce our approaches for efficient cross-chain transaction processing. A cross-chain transaction could be referred to as the transfer of assets or the sharing of data between chains. For each committed cross-chain transaction, all blockchains not only must ensure the success of the operations related to itself, but also need to consider the situations of other cross-chain transactions. When all operations succeed, then the cross-chain transaction can commit, and the data read and written by each chain can be valid. Otherwise, the cross-chain transaction fails, and the modified data is invalid.



Since there may be multiple cross-chain transactions involved in collaborative cross-chain transactions, it is necessary to coordinate the completion of sub-transactions on each sub-chain, and judge the final result of the collaborative cross chain according to the execution results of each chain. Here, we use a sub-transaction to represent all operations related to one chain. It is possible that the end result of the collaborative cross chain may be inconsistent with the execution result of the sub-transaction, in which case the cross-chain transaction needs to restore the state of the chain to what it was before the cross-chain transaction was executed. Therefore, the execution results of sub-transactions cannot be applied in practice before the final cross-chain results arrive. Different from the existing pessimistic consensus, in which the data related to cross-chain transaction will be locked until the cross-chain transaction processing finishes, we chose to use an optimistic cross-chain consensus. In our approach, we allow the results of each sub-transaction to be valid as soon as the sub-transaction can be finished. This method will increase the performance significantly, because the following transaction can use the results of each sub-transaction immediately. On the other hand, it needs to deal with failed cross-chain transactions. Considering this, we propose a pre-commit period for sub-transactions, in which the data is valid but can be rolled back in the future.



The collaborative cross chain will carry out two cycles of information transmission. The first cycle is the execution cycle of the cross-chain transaction, and the other cycle is the consensus cycle of the cross-chain transaction results, and the cross-chain result consensus cycle is broadcast to each chain. In the first cycle, a cross-chain transaction will chain up and update the ledger before it collaborates with the cross-chain result consensus, but the relevant updates are not valid for other transactions until the collaborative cross-chain transaction ends. This stage is called pre-commit. The collaborative cross-chain transaction flow is increased from the EOV used by Fabric to the EOVPC.



In the process of multi-chain collaboration and the cross chain, cross-chain scheduling is responsible for the statistics of the cross-chain transaction response information, consensus, and announcement of the final cross-chain result. Cross-chain scheduling will notify each blockchain of the consensus result of the collaborative cross chain, and each blockchain will confirm the pre-commitment or rollback of the pre-commitment result of the previous cross-chain transaction according to the consensus cross-chain result. The cross-chain database maintained by each node is updated according to the results of each cross-chain stage.



For multi-chain collaborative cross-chain transactions, cross-chain transactions are specifically packaged as cross-chain blocks during the consensus ordering of Orderer nodes on each blockchain.



3.1. EOVC & EOVPC


In the transaction flow of Fabric, a client proposing a transaction to an endorsement node, which simulates the execution and returns the endorsement result to the client. As shown in Figure 1, the client counts all endorsement results, and if the results are consistent, the simulation is valid, encapsulated into transactions, sent to the ordering node to agree on the transaction order, and encapsulated into blocks. The sorting node sends the encapsulated blocks to the Leader node of each organization in the blockchain. The Leader node simply verifies the block transaction and distributes it to neighboring nodes in the organization. Each node forwards the block to the neighbor node that has not yet obtained the block, so as to achieve the purpose of distributing the block to all nodes in the organization. When each node receives a new block, in addition to verifying the format of each part of the block and chain code rules, the most important thing is to check the read and write conflicts for transactions in the block. Valid transactions will update the world state and various databases, and the chain on the block will save the file system.



The EOVPC architecture can still handle cross-chain local transactions, and the transaction flow remains unchanged. For cross-chain transactions, the blockchain-oriented SDK receives cross-chain transaction requests from cross-chain scheduling, and the blockchain executes the EOVPC process to complete the cross-chain transaction and collaborative cross-chain transaction processing.



As shown in Figure 2, first, the cross-chain transaction request is sent to the endorser node on the blockchain for transaction simulation by the SDK of the chain, which is specialized in dealing with cross-chain transactions. The node records the original value of relevant data and records it during the simulation. Since the node identifies the transaction as a special cross-chain transaction, the node starts to construct a cross-chain transaction dependency graph with the cross-chain transaction as the head node. This dependency diagram documents a DAG that starts with a cross-chain transaction and uses cross-chain transaction-related data as dependencies for subsequent transactions. While this cross-chain transaction dependency graph exists, all new transactions on the chain check the dependencies and update the dependency graph dynamically.



In the ordering phase, the ordering node identifies the cross-chain transaction and immediately terminates and encapsulates the current block. The cross-chain transaction is individually encapsulated into a cross block, which is pulled and distributed by the Leader node and verified.



In the pre-commitment phase, the node identifies cross-chain blocks and updates the data accordingly. Finally, cross-chain transaction results are returned to the cross-chain SDK. At this point, the cross-chain transaction is complete.



In the following, the second phase of cross-chain transaction processing is described. Cross-chain scheduling collects the cross-chain transaction feedback of each chain cross-chain SDK and determines the success or failure of collaborative cross-chain transactions as the result of a collaborative cross-chain consensus. The cross-chain scheduling will send the collaborative cross-chain consensus result to the ordering node, and the ordering node will identify and encapsulate the result message to the confirmation block, which will be transmitted to each node in the chain at the fastest speed.



Each node on the chain determines the cross-chain transaction result according to the confirmation block received, so as to determine whether to delete the cross-chain transaction dependency graph with the cross-chain transaction as the root node or roll back the related transaction according to the sub-dependency graph. Meanwhile, the cross-chain database updates the cross-chain transaction status according to the cross-chain consensus results.



At this point, a collaborative cross-chain transaction is completed.



3.1.1. Simulation Processing


In order to make the result of cross-chain transaction used earlier, and when cross-chain transaction is rolled back, other transactions that depend on this transaction can also be rolled back accurately, we design a cross-chain transaction dependency graph. We will rely on the validity of the cross-chain transaction, which is called transaction validity dependency, and the post-order transaction depends on cross-chain transactions because of the derivative data of the cross-chain correlation data or cross-chain data. This graph showsa dag-chain transaction as a starting point, the post-order transaction is dependent on cross-chain transactions, and the new update is updated based on the time order, which is not required for transactions that are unrelated to the cross-chain transaction. The transaction that exists on the chain transaction is recorded in the simulation phase, and the original value of its read-write collection is recorded. As shown in Figure 3, the transaction T0 is a local transaction that is already on the chain but has not yet been verified by cross-chain results. The letters A to E represent data used by the transaction. The five transactions from T0 to T4 read and write data respectively. T1, T2, T3, and T4 is directly or indirectly dependent on T0.



After the completion of the cross-chain transaction, each node processes each transaction on the graph according to the cross-chain transaction dependency graph. If the cross-chain transaction succeeds, the cross-chain transaction dependency graph will be deleted, and the original data of the transaction related values stored on the graph will be released. If a cross-chain transaction fails, the cross-chain transaction and its subsequent dependent transactions are rolled back according to the dependency graph.




3.1.2. Pre-Commitment Processing


The execution results of cross-chain sub-transactions cannot take effect immediately before the collaborative cross-chain result consensus. Considering this, for the update operation for the world state, they can be carried out in two stages in the cross-chain transactions: (A) after the completion of all the sub-transactions in a cross-chain transaction but before the collaborative cross-chain consensus result and (B) after the collaborative cross-chain consensus results.



In Case A, due to the delay of blockchain cross-chain transactions processing, the data used by the following transactions are not the latest data updated in real time. Naturally, there is a weakness in the simulation of subsequent transactions with expired data, resulting in the reduction in transaction success rate. This situation is even more serious when the blockchain needs to be rolled back, because the rollback operation will cause the subsequent transactions of the previously successfully committed rollback transactions to become read dirty, resulting in transaction execution result errors. This situation will accumulate with the high-frequency use of relevant data.



Case B chooses to update the world state after consensus cross-chain results, which is relatively simple. After the cross-chain consensus result is coordinated, the consensus result is sent to each chain. The state is updated if the chain succeeds; otherwise, i the world state is operated on. This method can better avoid the sequential transaction read dirty state caused by cross-chain transaction rollback. After the completion of the cross-chain transaction, the node does not need to update the status database and history database immediately, but it still needs to update other blockchain system databases and file systems, such as the block index database. The database is updated again after the cross-chain transaction has been confirmed successfully.




3.1.3. Confirmation Processing


Cross-chain scheduling constructs a special “cross-chain result consensus” block. The task of this block is to bring collaborative cross-chain results to each node without the need for an up-chain, so this block is a simple one that encapsulates only cross-chain transaction identification and consensus results. Cross-chain results are obtained by cross-chain scheduling and sent directly to the Orderer node. The Orderer node identifies the cross-chain consensus result message, encapsulates it into a cross-chain consensus result block, and sends it to the Leader node, who then distributes the cross-chain consensus result block to all nodes in the organization. Compared with the normal transaction flow EOVC, this process reduces the process of simulating endorsements and verifying commits.



The specific process of cross-chain result consensus is as follows: cross-chain scheduling records all cross-chain transactions included in the forwarding process of cross-chain transactions at the beginning of collaborative cross-chain transactions, and continuously monitors each cross-chain transaction until the end of the collaborative cross-chain transactions. When any cross-chain transaction returns a transaction failure message or a cross-chain timeout, the scheduling sends the cross-chain failure message to the Orderer nodes. The Orderer nodes encapsulate the cross-chain failure message into the confirmation block and send it to the nodes in the chain. The cross-chain transaction success message is encapsulated only when the cross-chain scheduler receives all cross-chain transaction success messages for collaborative cross-chain transactions. Each node on the blockchain accepts or rolls back transactions recorded in the cross-chain dependency graph.



This method can be applied to cross chains among multiple chains. In other words, this method supports collaborative cross-chain transactions composed of several sub-transactions. For example, there are three chains, C0, C1, and C2, and there is a collaborative cross-chain transaction involving multiple chains: C1 needs to write C1 and C2, and C1 needs to read data from C2. This collaborative cross-chain transaction consists of three sub-transactions. After analyzing and judging the cross-chain request, the cross-chain scheduler sends the cross-chain request to C1 and C2, and waits for the feedback of the three sub-transactions. After collecting all cross-chain transaction feedback, the cross-chain scheduler determines whether the collaborative cross-chain transaction is successful or not and then feeds back the cross-chain result to all chains, and each chain performs subsequent operations according to the cross-chain result.



It can be seen from the cross-chain process that the cross-chain method using the cross-chain scheduler is still applicable to the cross chain of different consensus algorithms or the cross-chain between heterogeneous blockchains. This is because the key point of cross-chain transaction flow lies in the system’s differential treatment of cross-chain transaction and the synchronization of cross-chain transaction results. However, since each blockchain system is rigorous and complex and has its own unique transaction processing process, the blockchain also needs to be transformed when the cross-chain method mentioned in this paper is applied to each blockchain.






4. Optimizations for Cross-Chain Scheduling


The multi-chain cooperative cross-chain system architecture adds a cross-chain scheduling module over the original Fabric system. The cross-chain scheduling module is located between the client and the Fabric network and interacts with the Peer module and Orderer module of the Fabric system to complete cross-chain transaction-related instructions. The architecture of a cross-chain system that includes cross-chain scheduling is shown in Figure 4.



Two interoperable blockchains need to recognize each other’s identity and determine the operation authority of each other’s blockchains. For example, Chain A and Chain B are two federated chain blockchains. In the case of isolation between chains, Chain A needs to perform read and write operations on Chain B, while Chain B can only perform read operations on Chain A but has no right to write operations on Chain A. In this case, Chain A and Chain B need to register with cross-chain scheduling separately. Each chain that completes the registration will have interactive interface and access permissions. Blockchains that have been registered tell the cross-chain scheduler how much they are allowed to interoperate with other blockchains, namely read-only, write-only, and read/write (both). Default read/write (both) is unavailable.



In this approach, traditional local transactions are still supported. Cross-chain scheduling is transparent to local transactions. For cross-chain transactions, cross-chain scheduling determines whether the target chain permits access to the source chain. If access is available, cross-chain scheduling encapsulates the access request and cross-chain information into a cross-chain proposal and routes it to the target chain. If there is no access, the cross-chain scheduler will not continue forwarding and will construct a cross-chain failure reply without cross-chain permission. Starting from the forwarding of cross-chain requests by cross-chain scheduling, the cross-chain scheduling records outstanding cross-chain transactions and starts timing the cross-chain forwarding time.



Before the cross-chain timeout, cross-chain scheduling waits for the results of sub-transactions of the target chains then summarizes the results to judge whether the cross-chain is successful, and sends the results to each relevant blockchain for subsequent operations.



If the cross-chain timeout occurs, the default cross-chain failure occurs, and the failure response is sent to all relevant blockchains by the cross-chain scheduling package to restore the cross-chain transaction-related operations.



The optimized cross-chain approach utilizes cross-chain scheduling to adopt an optimistic cross-chain consensus when there is only one sub-transaction. In other words, the success of a cross-chain transaction is only related to one sub-transaction, so in this case, there is no need for cross-chain scheduling to collect sub-transactions results and then distribute the result messages to all participating chains again. The result of the target chain is valid immediately after the sub-transaction is processed, and no revalidation is required. At the same time, the target chain feeds back the result of cross-chain transaction execution to the source chain through cross-chain scheduling.



The cross-chain scheduler also plays the role of cross-chain transaction sequencing. The relative order of cross-chain transactions should be the same across different blockchains. In other words, if two cross-chain transactions T0 and T1 have sub-transactions on Chain A and Chain B, the order of T0 and T1 must be the same in both chains. The relationship between the cross-chain scheduler and each block chain is equivalent to the relationship between the ordering node and each peer in a fabric. The order of cross-chain transactions depends on the ordering of cross-chain scheduling.



The cross-chain method based on the EOVPC process improves the efficiency of cross-chain transaction processing by using cross-chain scheduling. First, cross-chain transactions are encapsulated into special transaction requests in the cross-chain scheduling module. The blockchain nodes identify cross-chain transactions, finish the ordering of local transactions as quickly as possible, and then individually encapsulate cross-chain transactions into blocks. Blocks with only one transaction will be processed faster. Secondly, in the cross-chain result consensus stage, the cross-chain scheduling specifically provides messages to the ordering nodes and encapsulates special confirmation blocks. Confirmation blocks inform the various nodes of the blockchain in a more direct process, which also improves the efficiency of cross-chain transactions in the result consensus phase.



Compared with the cross-chain method based on the EOVPC, the optimized cross-chain method is more concise in transaction flow. The optimized cross-chain approach is mainly for one-way transactions with only one sub-transaction. This situation eliminates the cross-chain result consensus required for collaborative cross-chain transactions consisting of multiple sub-transactions involving multiple blockchains. This greatly reduces the complexity of the cross chain and improves transaction completion efficiency. At the same time, a cross-chain request containing only one sub-transaction enables the target chain to act on the sequenced transaction immediately after executing the sub-transaction, without waiting for information to be synchronized with the source chain. This also makes the optimized cross-chain approach more efficient.




5. Experimental Evaluation


In the previous sections, we looked at changing several modules of the fabric in several ways to implement its cross-chaining. To test and analyze the performance of the cross-chain blockchain system, first, we focused on the throughput of cross-chain systems and the success rate of cross-chain transactions. Secondly, we focused on the effect of different proportions of cross-chain transactions to local transactions, as well as the effect of different proportions of read and write transactions, on the throughput and transaction success rate of the cross-chain system.



5.1. Setup


The experimental environment consisted of the following: The operating system was a 64-bit Linux, version 5.4.0-90-generic. The server contained 32 CPUs, each of which was an Intel(R) Xeon(R) Silver 4110 with the architecture x86_64. Each CPU ran at 2.1 GHz with 32 K of L1d cache, 32 K of L1i cache, 1024 K of L2 cache, and 11,264 K of L3 cache. The memory device was a DDR4 with 32 G.



Fabric chooses LevelDB to be the world state database. Individual nodes in the fabric run used docker. We set each blockchain to have four peers (commitment nodes) and one ordering node. The blocksize was set to 256.




5.2. Benchmark Framework and Workload


At present, the evaluation test of the blockchain system mainly focused on the throughput and transaction success rate of the system under different conditions. As the development of the blockchain is still in its infancy, there are not many test platforms for the blockchain system. Among single-chain blockchain test platforms, there are test platforms such as the hyperledger-caliper, blockbench, and fabric++-benchmark that can test and compare blockchain systems. However, there are even fewer testing platforms for cross-chain blockchains.



5.2.1. Framework


Due to the lack of mature test platforms for cross-chain blockchain systems, we established our own cross-test platform according to the cross-chain system design designed in this paper. Our blockchain cross-chain test platform can support highly concurrent requests to initiate local transactions and cross-chain transactions, define all blockchains participating in the cross-chain, and support the adjustment of the cross-chain transaction and the local transaction ratio allocation, the read and write transaction ratio, the number of cross-chain transactions, and the transaction trigger time interval of the cross-chain system. Subsequently, we used this cross-chain test platform to conduct a series of collaborative cross-chain and crosschain-op tests and comparisons on our cross-chain system.




5.2.2. Workload


In the experiments, we tested and compared the two cross-chains functions.



First, we tested our cross-chain system with a highly configurable workload. This workload is very suitable for collaborative cross-chain scenarios, which can well simulate collaborative cross-chain transactions between multiple blockchains or a combination of multiple cross-chain transactions, that is, complex cross-chain blockchain interoperability. In the experiment, we set the proportion of cross-chain transactions to 0, 0.3, 0.5, 0.8, and 1, the proportion of read and write transactions to 0, 0.3, 0.5, 0.8 and 1, and the number of cross-chain transactions to 1, 2, and 3. The influence of a different cross-chain transaction ratio and the number of cross-chain transactions on the performance throughput and success rate of the cross-chain system was obtained. CrossRate represents the ratio of cross-chain transactions to local transactions, and RWRate represents the read/write ratio of the transactions. MultiCross refers to the collaborative cross-chain transaction composed of multiple sub-transactions.



Second, we tested the crosschain-op; that is, we tested and compared the single-span cross-chain transactions of the cooperative cross-chain system and the crosschain-op system, respectively, to observe the effects of the single cross-chain intersection synergistic cross-chain reduction in transaction flow and the reduction in two special blocks, the cross-chain transaction block and the synergistic cross-chain result block, on the cross-chain.



Third, we tested whether more intensive cross-chain transactions will adversely affect the efficiency of the cross-chain system in the same case of collaborative cross-chain transactions. We designed different non-uniform cross-chain transaction densities for testing.



In one run, we fired a fixed number of transactions at a high speed and concurrently. In each experiment, we triggered 10,000 transactions, including blockchain local transactions and cross-chain transactions. The number of sub-transactions of cross-chain transactions as a parameter is a factor we focused on. All transactions in one round of experiments were triggered in a highly concurrent manner, and requests were sent to the blockchain system. The test platform recorded the time it took to complete all transactions as well as the processing results and failure causes of each transaction. We used TPS (the average number of successful transactions per second) and success rate to evaluate the system performance for each round of experiments.





5.3. Impact of the Cross-Chain Transaction Ratio


First we discuss the impact of the proportion of cross-chain transactions to the total number of transactions on the cross-chain blockchain system. In a traditional blockchain system, where all transactions are local, we set the proportion of cross-chain transactions to 0. We conducted a total of five groups of experiments for comparison. The read/write ratios of these 5 groups of experiments were set as 0, 0.3, 0.5, 0.8, and 1. In each group of experiments, the proportion of cross-chain transactions was set as all local transactions (CrossRate = 0), cross-chain transactions accounted for a minority (CrossRate = 0.3), cross-chain and local transactions were balanced (CrossRate = 0.5), and cross-chain transactions accounted for a majority (CrossRate = 0.8). All cross-chain transactions was indicated by a CrossRate of 1. The number of sub-transactions for all cross-chain transactions was set to 2, because a traditional cross-chain operation can be thought of as consisting of two cross-chain transactions. We statistically compared TPS, SuccRate, and cross-chain conflict rate (because the status code of cross-chain conflict was set to 401, here referred to as 401 Rate) for each group of experiments. Experimental statistical results are shown in Figure 5.



As we can see, the results of these 10 groups of experiments had the same variation trend, so it can be seen that CrossRate had the same influence on system performance under different RWRate conditions. In the case of fixed RWRate, as the proportion of cross-chain transactions increased, that is, the CrossRate gradually increased, the number of successfully processed transactions per second (TPS) of the system gradually decreased, the success rate of transaction processing of the system gradually decreased from nearly 100% to about 80%, and the proportion of cross-chain conflicts gradually increased from 0 to nearly 100%.




5.4. Impact of the Number of Sub-Transactions of Crosschains


In our cross-chain system, a collaborative cross-chain transaction can be composed of any number of sub-transactions. Next, we discuss the influence of the number of cross-chain transactions on system performance.



We set the number of cross-chain transactions as 1, 2, and 3, respectively, to conduct three groups of experiments. Different read/write ratios were set for each group of experiments, and experiments were carried out when CrossRate was 0, 0.3, 0.5, 0.8, and 1, and the average throughput, average success rate, and average cross-chain conflict rate at each CrossRate were calculated. The experimental results are shown in Figure 6.



According to the experimental results, under the same conditions, more cross-chain transactions led to a lower average TPS, a lower SuccRate, and a higher cross-chain conflict rate. Because more cross-chain transactions represent a collaborative cross-chain transaction and are restricted by more cross-chain transactions, the failure of any sub-transaction will lead to the failure of collaborative cross-chain transactions.




5.5. Comparison of Two Cross-Chain Methods for Single-Span Chain Transactions


In the case of simple single-span chain transactions, we designed a more efficient crosschain-op approach. Next, we compare the performance differences between the two cross-chain approaches for monad transactions.



We performed several experiments to compare MultiCross and crosschain-op with a cross-chain transaction. Both methods set the RWRate to 0, 0.3, 0.5, 0.8, 1, respectively, and experiments were conducted with a CrossRate of 0, 0.3, 0.5, 0.8, and 1. Since there was no cross-chain conflict in crosschain-op, only SuccRate and average TPS are compared. The experimental results are shown in Figure 7.



We can see that the changes of the two cross-chain methods are very different under different parameter changes. The SuccRate of the MultiCross method was not affected by RWRate, but decreased as the CrossRate increased. When the CrossRate was 0, the system SuccRate was between 95% and 100%. As the CrossRate increased, the system SuccRate dropped to about 80%. The crosschain-op SuccRate was not obviously affected by CrossRate but by RWRate. In the optimized crosschain method, SuccRate reached a minimum of 94% when the read/write ratio was balanced. The more unbalanced the read/write ratio was, the closer SuccRate was to 100%. This rule is the same as with traditional fabrics.



The average TPS of the MultiCross method was significantly affected by the CrossRate compared with that of the optimized cross-chain method. The highest mean TPS for the MultiCross method was 510, and the lowest mean TPS was 130. The highest mean TPS of the crosschain-op was 540, and the lowest mean TPS was 510. The average TPS of the MultiCross method decreased with an increasing CrossRate, and the average TPS of the crosschain-op peaked at read-write equalization.



It can be seen that the optimized cross-chain method did make the system better than the MultiCross method in terms of average TPS and SuccRate. However, the crosschain-op supports only one cross-chain transaction, which limits its scope of use. We combined crosschain-op with MultiCross to enable our cross-chainable blockchain system to support the collaborative cross-chain of any number of sub-transactions while providing good performance over cross-chain requests from monadic transactions.





6. Conclusions


In this article, we expand the traditional concept of the cross chain from the scope of “assets” to the logical operation of cross-blockchain, that is cross-chain interoperation. For the purposes of this article, cross-chain interoperability means that one blockchain can make read/write requests to another independent blockchain or invoke the smart contract of this other chain. We designed cross-chain scheduling, which manages and sorts cross-chain transactions and connects isolated federation chains to achieve a blockchain cross chain. This paper introduces a cooperative cross-chain method commonly used for Hyperledger Fabric. A collaborative cross-chain method can support the participation of multiple blockchains and collaborative cross-chain transactions composed of multiple cross-chain transactions. In the collaborative cross-chain approach, we designed a cross-chain flow of EOVPC that is different from the traditional Fabric transaction flow. In order for cross-chain transactions for the cross-chain result consensus to take effect at the fastest speed and prevent cross-chain failure from having an error effect on the subsequent transaction, we propose a cross-chain transaction dependency graph that records a dependence relationship between the local transaction and its predecessor. We also propose an optimized cross-chain method for single cross-chain interoperability. This crosschain-op takes an optimistic cross-chain consensus approach for one-way cross-chain interoperation between two blockchains. Finally, experiments were designed to test the two cross-chain methods at different proportions of cross-chain transactions, read and write transactions, and sub-transactions, and we analyzed the TPS, success rate, and failure ratio of cross-chain transactions of the cross-chain system under different circumstances. The experimental results show that both cross-chain methods can achieve the cross-chain interoperability of the blockchain. The collaborative cross-chain method can be applied to complex multi-chain cooperative cross-chain transactions and can guarantee their atomicity. However, the throughput and transaction success rate of the blockchain will decrease rapidly as the proportion of collaborative cross-chain transactions increases and as the complexity of the cross-chain transactions increases. The crosschain-op method based on the EOVC has an improved throughput and transaction success rate. However, the optimized cross-chain method is more suitable for the case of only one cross-chain transaction. Its application scope is limited.
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Figure 1. EOVC. 
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Figure 2. EOVPC. 
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Figure 3. Cross-chain transaction dependency. 






Figure 3. Cross-chain transaction dependency.



[image: Applsci 12 04434 g003]







[image: Applsci 12 04434 g004 550] 





Figure 4. Cross-chain architecture. 
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Figure 5. The effect of the cross-chain transaction ratio on TPS. 
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Figure 6. Impact of the number of sub-transactions of cross chains. 
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Figure 7. Comparison of two cross-chain methods. 
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Table 1. Comparison of the four existing cross-chain methods.
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	Notary

Schemes
	Hash

Locking
	Sidechains/

Relays
	Distributed Private

Key Control





	Asset exchange
	Yes
	Yes
	Yes
	Yes



	Asset transfers
	Yes
	No
	Yes
	Yes



	Support smart

contracts of

different blockchains
	Hard
	No
	Hard
	Hard



	The difficulty

of implementation
	Medium
	Easy
	Hard
	Medium
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