
����������
�������

Citation: Luo, L.; Zhou, Z.; Chu, X.;

Liao, X.; Meng, J. Research on

Damage Localization of Steel

Truss–concrete Composite Beam

Based on Digital Orthoimage. Appl.

Sci. 2022, 12, 3883. https://doi.org/

10.3390/app12083883

Academic Editors: Liang Yu, Phong

B. Dao and Lei Qiu

Received: 25 January 2022

Accepted: 1 April 2022

Published: 12 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Research on Damage Localization of Steel Truss–Concrete
Composite Beam Based on Digital Orthoimage

Rui Luo 1 , Zhixiang Zhou 2,*, Xi Chu 2, Xiaoliang Liao 2 and Junhao Meng 1

1 State Key Laboratory of Mountain Bridge and Tunnel Engineering, Chongqing Jiaotong University,
Chongqing 400074, China; luorui_cq@163.com (R.L.); mengjunhao19980806@163.com (J.M.)

2 College of Civil and Transportation Engineering, Shenzhen University, Shenzhen 518060, China;
chuxi@szu.edu.cn (X.C.); liaoxiaoliang2020@email.szu.edu.cn (X.L.)

* Correspondence: zhixiangzhou@szu.edu.cn

Featured Application: Holographic deformation data of a bridge structure can be obtained from
the image data, and areas with excessive structural stiffness loss can be monitored to provide key
monitoring locations for routine bridge inspections.

Abstract: Most structural health monitoring is carried out for a limited number of key measurement
points of a bridge, and incomplete measurement data lead to incomplete mechanical equation
inversion results, which is a key problem faced in bridge damage identification. The ability of digital
images to holographically describe structural morphology can effectively alleviate the problem of
damage identification due to incomplete test data. Based on digital image processing technology,
a matrix similarity damage identification method based on a structural digital orthoimage was
proposed. Firstly, a steel truss–concrete composite beam specimen with a complex support bar system
was designed and fabricated in the laboratory, and the digital orthoimage of the test beam was
obtained by the perspective transformation of the original image of the test beam. The body contour
of the structure was extracted from the digital orthoimage of the test beam, and wavelet threshold
denoising was performed on the lower edge profile to obtain the deflection curves of the structure
under different working conditions. The verification results show that the maximum error of the
deflection curve is 3.42%, which proves that the digital orthoimage can accurately and completely
reflect the deformation of the structure. Finally, based on the digital orthophoto of the test beam,
a matrix similarity test before and after the damage was carried out, and the results show that the
singularities of the similarity distribution are consistent with the location of the damage; furthermore,
the accurate positioning of the damage in different working conditions is achieved.

Keywords: bridge structures; damage identification; digital orthoimage

1. Introduction

With the rapid development of Computer Science and Technology, the difficulty of
identifying structural damage caused by incomplete test data can be effectively alleviated
by the ability of images to completely describe the structure morphology. Non-contact data
collection through digital images has the advantages of being holographic, convenient,
and economical compared to traditional point sensor-based monitoring methods. In recent
years, with the development of hardware conditions such as pre-installed camera, UAVs,
and wearable virtual reality equipment, image archives of structural damage can be created
based on accumulated monitoring data and previous inspection results. Therefore, vision-
based damage detection and identification techniques are more easily applied to real
structures, offering the possibility of identifying structural damage from images. Computer
vision and image processing techniques have been widely used for damage identification
on image datasets such as concrete cracks [1], concrete spalling [2], pavement cracks [3],
underground concrete pipe cracks [4], and asphalt pavement potholes [5]. For the detection
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of local cracks in structures, image processing techniques meet the need for intuitive and fast
detection [6,7]. Prasanna et al. [8] conducted a study on the automated detection of cracks
in concrete bridges. The images are first filtered and smoothed and noise is removed using
increasing structural elements with alternating opening and closing; then, the edges of the
bridge cracks are accurately extracted using a multi-scale morphological edge detector,
and the development of the cracks is tracked and localized. Sarvestani et al. [9] have
developed a vision-based image acquisition robot and subsequently proposed a more
advanced automatic vision monitoring system. The system uses a vision-based remote-
controlled robot for image acquisition and digital image processing software to identify the
crack size in the captured images, making the inspection process faster, safer, more reliable,
and less costly. Dyke et al. [10] proposed a vision-based bridge crack detection technique by
automatically processing target detection and grouping. Yang and Nagarajaiah et al. [11,12]
combine a low-rank approach with a sparse representation to detect local structural damage
in real time using video. The monitoring of various complex, hidden, and high-altitude
parts of bridges has been achieved by using intelligent robots and drones instead of the
traditional manual safety monitoring methods [13]. The use of camera-equipped unmanned
aerial vehicles (UAVs) for bridge safety condition monitoring is growing exponentially [14].
At present, with the improvements of monitoring equipment, lightweight, miniaturized,
and accurate monitoring devices of various types can be mounted on UAVs. Therefore,
new intelligent bridge monitoring technology based on the UAV monitoring platform has
become a hot field of current research and technical application. Xu et al. [15] developed a
novel system framework for bridge inspection and management: i.e., images are collected
by camera-mounted UAS, inspection data are collected and processed based on computer
vision algorithms, and a bridge information model (BrIM) is used to store and manage all
relevant information. Morgenthal et al. [16] use camera-equipped UAVs to collect high-
definition image data of bridge structures; the flight paths are automatically calculated by
3D models, and the intelligent safety assessment of large bridges is achieved by using the
machine learning-based identification of typical damage patterns. Zhong et al. [17] use a
UAV and three-points laser rangefinder to collect images of bridge structures and construct
a training model of intelligent crack morphology extraction based on the Support Vector
Machine (SVM) to realize the intelligent recognition of bridge crack width. Liang et al. [18]
designed a bridge monitoring scheme using an unmanned aircraft with a high-definition
gimbal camera to collect images of bridge cables in an intensive batch according to the
structural characteristics of the bridge and the distribution form of the cables. The effective
information is extracted through image processing, and the health condition of the bridge
cables is evaluated comprehensively according to the relevant specifications. Lin et al. [19]
designed an automatic bridge crack detection system combined with a real-time integrated
image processing method, which can be assembled on an unmanned aircraft for real-time
data acquisition and processing and which can effectively detect bridge cracks with higher
accuracy and speed compared with other detection methods.

All of these methods use classical image processing algorithms for the damage identi-
fication of structural cracked areas, and the idea is to directly process the underlying pixels
and local regions in the image and then output the target region of interest. These classical
treatments have certain limitations, such as the need to manually design filters in advance
to detect damage and the need to make assumptions about the crack geometry [20–22],
which leads to a serious dependence of the damage identification results on manually
hand-picked parameters. If the understanding of cracks and the establishment of crack
models are not in place, the extraction of cracks will be invalid, and damage identification
will not be possible. The most important point is that the biggest problem of image process-
ing techniques applied in structural damage identification is that the technique requires
a priori knowledge of the cracking position. In other words, the location of the damage
cracking on the surface of the structure needs to be known in advance in order to track
the development of cracks, meaning that the first key issue of damage identification—the
location of the damage—is difficult to discriminate by using existing image processing
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techniques. Under the condition that the location of the damage is not known in advance,
the existing image processing methods are limited by the monitoring resolution, which
makes it difficult to locate the early cracking of the structure. Therefore, the research and
application of image processing methods in structural damage identification are currently
focused on the algorithmic capability of the images, but there is no research on the correla-
tion between the deep information changes in the images due to structural damage and
the structural mechanical behavior. In particular, structural types with many truss rods,
such as steel truss–concrete composite beams, are prone to damage and require an efficient
monitoring method.

Any structure can be considered as a mechanical system consisting of stiffness, mass,
and a damping matrix. Once structural damage occurs, the structural parameters are
changed, resulting in a change in the response of the system. Therefore, changes in the mor-
phological characteristics of the structure can be considered as a sign of the occurrence of
early structural damage. The rapid rise of computer image processing technology in recent
years has provided the technical support to solve the defects of incomplete measurement
data in the parameter damage identification method. By taking the advantages of para-
metric damage recognition theory and digital image processing technology, respectively,
and correlating digital images with the mechanical behavior of structures, a new method
of structural damage recognition based on the holographic morphological monitoring of
bridges can be formed through cross research.

2. Structural Damage Identification Method Based on Digital Image Processing
2.1. Damage Recognition Principle

The structure consists of several spatial units, and the characteristics of each unit can
be reflected by the spatial stiffness matrix. Structural damage is essentially a change in
the local stiffness of the structure: i.e., a change in the substructure stiffness matrix, and a
change in the substructure position of the stiffness matrix, which can be interpreted as the
appearance of bridge damage. The rod end force vector of an element can be expressed as

F(e) =
{

FNi FQij FQiz Mix Mij Miz FNj FQjy FQjz Mjx Mjy Mjz
}T (1)

The rod end displacement vector of an element can be expressed as

δ(e) =
{

ui vi wi θix θiy θi uj vj wj θjx θjy θjz
}T (2)

The stiffness equation of an element can be expressed as

F(e) = K(e)δ(e) (3)

Several elements can be superimposed together to form a bridge stiffness matrix
equation, as shown in Equation (4).

k11 k12 k13 · · · k1,n−2 k1,n−1 k1,n
k21 k22 k23 · · · k2,n−2 k2,n−1 k2,n
k31 k32 k33 · · · k2,n−2 k3,n−1 k3,n

...
...

...
. . .

...
...

...
kn−2,1 kn−2,2 kn−2,3 · · · kn−2,n−2 kn−2,n−1 kn−2,n
kn−1,1 kn−1,2 kn−1,3 · · · kn−1,n−2 kn−1,n−1 kn−1,n

kn,1 kn,2 kn,3 · · · kn,n−2 kn,n−1 kn,n





u1
v1
w1
...

un
vn
wn


=



X1
Y1
Z1
...

Xn
Yn
Zn


(4)

The bridge structural system necessarily follows the mechanical matrix equation as

{d} = [K]−1{F} (5)

Equation (5) shows that there is an inevitable intrinsic connection between the dis-
placement state {d}, which reflects the deformation characteristics of the bridge, and the
stiffness matrix [K], which characterizes the safety state of the bridge structure, and the
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various load effects {F} acting on the bridge structure. If essential damage occurs in a part
of the bridge structure, the stiffness of the corresponding member or linkage in the stiffness
matrix [K] is degraded, and there is a change in the displacement state {d} of the bridge
corresponding to it, meaning that the structural morphology will be different from the
previous state. In summary, the changes in the morphology of a structure are bound to have
a gradual development and evolution process due to the accumulation of internal damage
and external loading effects, which is the landing point of various technologies in the field
of structural health monitoring: trying to detect and capture the abnormal deformation of
the structure as early as possible and then invert the safety state of the structure based on
the monitoring data.

2.2. Image Matrix Similarity Damages Identification Method

The structural image matrix can be considered as a matrix consisting of pixel coordi-
nates containing structural morphological information, denoted by the symbol a, as shown
in Figure 1.

Figure 1. Image matrix.

If a structure is damaged at a place, the degradation of its stiffness matrix will destroy
the original deformation continuity, and the abnormal changes at the damage site will be
more obvious compared with other parts, which will be characterized as discontinuous
pixel distribution at the edge of the structure on the image, so the similarity test of the
structure image matrix can be carried out for damage identification. Similarity analysis
is an analytical method to evaluate the degree of similarity between two things, and the
commonly used similarity analysis methods are the Euclidean metric, Pearson correlation
coefficient, and cosine similarity [23]; in this paper, the Euclidean distance metric is used as
the index of image matrix similarity analysis, and the similarity function can be expressed
by Equation (6).

sim(D0, D1) = ρ
(

D0

(
x(0), y(0)

)
, D1

(
x(1), y(1)

))
=

√(
x(0) − x(1)

)2
+
(
y(0) − y(1)

)2 (6)

where sim(D0, D1) is the similarity between two image matrices D0 and D1.
ρ
(

D0
(

x0, y0), D1
(
x1, y1)) represent the Euclidean distance between the corresponding

elements of the two image matrices D0 and D1. x0, y0, x1, and y1, respectively, represent
the horizontal and vertical coordinates of the elements in D0 and D1. From the relationship
between structural damage and morphology mentioned earlier, it can be seen that when
the structure is not damaged, the similarity distribution of the structure under different
working conditions is a straight line or a continuous smooth curve. After the damage
occurs, the matrix similarity curve will show an abnormal peak response at the damage
site, and the principle is shown in Figure 2.
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Figure 2. Image matrix similarity analysis process; (a) Image matrix of damage-free structure;
(b) Image matrix of damaged structure; (c) Matching tie point; (d) Euclidean distance of the homolo-
gous points.

2.3. Numerical Validation of Image Matrix Similarity Damage Localization Method

A numerical model of the simply supported beam is established to verify the above
damage localization method. The model span is 500 mm, and the cross-section is a rectan-
gular section of size 20 mm× 6 mm. The beam is of uniform mass, the material is structural
steel, the modulus of elasticity is 2 × 105 MPa, and the concentrated force of 1 kN acts in
the middle of the span, as shown in Figure 3.

Figure 3. Finite element model of simply supported beam.

The mesh nodes on the X− Z surface of the numerical model are simulated as image
matrices. The deflection diagram and the corresponding image matrix of the undamaged
model under the action of 1 kN concentrated force are shown in Figure 4.
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(a)

(b)

Figure 4. Acquisition of finite element model image matrix; (a) the model nodes (red dots in
the diagram) represent the non-zero elements of the image matrix; (b) image matrix for finite
element models.

(1) Single damage identification verification.
A damage crack is set at 200 mm from the right support with a width of 1 mm and a

depth of 3 mm. Figure 5 shows the deflection of the damage model.

Figure 5. Deflection diagram of X− Z section for a single crack in a simply supported beam.

The Euclidean distances of the corresponding points of the structure with no damage
and post-damage are calculated separately under the same load. Figure 6 shows the
Euclidean distances of the upper and lower edges of the model.

The image matrix similarity curves in Figure 6 have obvious peaks at the damage
locations, indicating that the image matrix similarity analysis method can effectively
identify the location of structural damage in the single damage condition.

(2) Eccentric multi-damage identification verification.
Set two cracks 100 mm and 200 mm from the right support, with a crack width of

1 mm and depth of 3 mm. The multi-damage model deformation is shown in Figure 7.



Appl. Sci. 2022, 12, 3883 7 of 32

(a) (b)

Figure 6. Results of similarity analysis of single damage image matrix for simply supported beams;
(a) Euclidean distance of the same name point on the upper edge of the model; (b) Euclidean distance
of the same name point on the lower edge of the model.

Figure 7. Location of the two cracks (eccentric situation).

Calculate the Euclidean distances of the homologous point in the image matrix of
undamaged and post-damaged structures. The results of the analysis of the upper and
lower edges of the simply supported beam are shown in Figure 8.

(a) (b)

Figure 8. Results of similarity analysis of two eccentric damage image matrices for simply supported
beams; (a) Euclidean distance of the homologous point on the upper edge of the model; (b) Euclidean
distance of the homologous point on the lower edge.

(3) Symmetric multi-damage identification verification.
Similarly, set up two cracks 200 mm from each side of the support with a width of

1 mm and a depth of 3 mm. The symmetric multi-damage model is shown in Figure 9.
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Figure 9. Location of the two cracks (Symmetrical situation).

The Euclidean distances of the homologous points in the image matrix of the undam-
aged and post-damaged structures are calculated. The results of the upper and lower edge
analysis are shown in Figure 10.

(a) (b)

Figure 10. Results of matrix similarity analysis of two symmetrical damage images of simply
supported beams; (a) Euclidean distance of the same name point on the upper edge of the model;
(b) Euclidean distance of the same name point on the lower edge.

According to the above analysis, it is found that the extreme points of the similarity
curve may not be the damage locations, and the discontinuity points are the damage
locations, which is consistent with the deformation coordination of the structure. Therefore,
the second-order derivative of the Euclidean distance curve is used to amplify this damage
signal, so the similarity is calculated by Equation (7).

sim(D0, D1) =

∣∣∣∣ d2ρ

dx2

∣∣∣∣ (7)

The image matrix similarity analysis of the finite element model for single-damage
and multi-damage conditions is re-performed using Equation (7), and the results can be
obtained as in Figure 11.

Figure 11 illustrates that the results of image matrix similarity analysis under multi-
damage conditions are similar to those of single-damage identification, and the image
matrix similarity has a clear peak at the damage location. In summary, the image matrix
similarity analysis method can accurately locate the damage location on a multi-damaged
simply supported beam. It is verified that the difference in the location of the damage does
not affect its regularity.
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(a)

(b)

(c)

Figure 11. Results of image matrix similarity analysis for various damage conditions; (a) single
damage condition (position: x = 300 mm); (b) eccentric two damage condition (position: x = 300 mm
& x = 400 mm); (c) symmetrical two damage condition (position: x = 200 mm & x = 300 mm).

3. Static Test of a Steel Truss–Concrete Composite Beam

To test the effectiveness of the image matrix similarity method proposed in this paper
for damage identification on real structures, steel truss–concrete composite beam specimens
have been designed and fabricated. The image matrix was obtained by extracting the pixel
coordinates of the structure edges in the photos. The displacements extracted from the
images were compared with the data from the dial gauges and the 3D laser scanner to
ensure the accuracy of the images in describing the structural deformation.
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3.1. Specimen Preparation

Figure 12a gives the dimensions and construction of the steel truss–concrete composite
beam for the test. The bridge deck slab is made of C50 precast concrete with T-shaped cross
section, total height of 140 mm, width of 500 mm and flange plate thickness of 100 mm. The
bridge deck slab is assembled from 5 standard sections and 2 end sections, the length of the
middle 5 standard sections is 1000 mm and the length of the end 2 sections is 1080 mm. The
steel trusses are fabricated and welded in the factory. The completed steel truss–concrete
composite beam specimen is shown in Figure 12b.

Figure 12. Steel truss–concrete composite beam for damage identification tests; (a) design dimensions
of the test beam; (b) specimen entity.

3.2. Test Loading Protype and Damage

The loading point of the test beam is located in the middle of the span. Hydraulic jack
(Maximum load 50 tons) and counterforce frame are used as loading devices, as shown in
Figure 13, and pressure sensors are installed on the jack to ensure accurate loading. The
specimen support type is the hinged support. The test beams in each damage condition
were loaded with 150 kN and 250 kN as load class. After each class of loading, hold the load
for two minutes to ensure the full deformation of the test beam, and then take pictures of
the specimen and collect the displacement data. The loading protype is shown in Figure 14.

The damage to the rod was simulated by cutting the truss vertical rod, and the damage
working condition of the specimen is shown in Table 1. The vertical rod number and the
location of the damaged vertical rod are shown in Figure 15.
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Figure 13. Arrangement of loading devices.

Figure 14. Loading system of static load test.

Figure 15. Location of loading and truss rod cutting.
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Table 1. Summary of damage and load conditions.

Damage
Conditions

Location
of Damage

Loading
Situation

Load
(KN)

No damage
O1 0
O2 150
O3 250

Damage to
a rod Rod No. 7

A1 0
A1 150
A1 250

Damage to
two rods Rod No. 5

B1 0
B1 150
B1 250

Damage to
three rods Rod No. 4

C1 0
C1 150
C1 250

3.3. Image Data Acquisition

Using Canon 5DSR camera to take photos of the experiment specimen, the camera
and lens parameters are shown in Table 2, and the camera calibration [24] results are shown
in Table 3. The directly acquired specimen images are affected by the natural perspective
and show obvious near-large and far-small features (Figure 16), resulting in the images not
correctly reflecting the deformation of the structure, so a perspective transformation of the
specimen images is required.

Table 2. Camera and lens parameters.

Number of
Pixels

Sensor Size Image Size Aspect
Ratio

Pixel
Size

Lens Models Lens Relative
Aperture

Focal
Length

50.6 million 36× 24 mm 8688× 5792 3:2 4.14 µm EF 24–70 mm
f/2.8LII F2.8–F22 24–70 mm

Table 3. Calibration results.

Actual Image Size
(Pixel)

Actual Image
Centre Size

(Pixel)

Actual Focal
Length
(mm)

Radial Distortion
Parameters

Tangential
Distortion
Parameters

X Y x0 y0 fx fy k1 k2 k3 p1 p2

8688 5792 4319.74 2885.85 24.3 24.3 0.122 0.108 0.024 0 0

Figure 16. Test beam image without perspective transformation processing.

https://www.canon.com.cn/product/5ds_5dsr/
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Image geometric transformation refers to the geometric transformation of image pixel
positions without changing the original image content, mainly including translation, rota-
tion, scaling, reflection, and misalignment. The perspective transformation is a combination
of basic geometric transformations. The image of the measured structure will be distorted,
when photographed under the condition of non-orthogonal projection [25,26]. If the image
is mapped to the plane where the target structure is measured, called the measuring plane,
in other words, the camera shoots perpendicular to the measurement plane, the real shape
of the target structure can be obtained, and the perspective transformation model is shown
in Figure 17.

Figure 17. Image perspective transformation model.

Using the projection center of the camera as the origin to establish a three-dimensional
Cartesian coordinate system, called the camera 3D coordinate system, let the original
imaging plane be the xy plane, with the focal point at [0, 0, f ]T , ( f > 0). A two-dimensional
coordinate system is established in the measuring plane, and the origin of this coordinate
system is [x0, y0, z0]

T in the camera 3D coordinate system, the unit vector in the X-axis
direction is [u1, u2, u3]

T , and the unit vector in the Y-axis direction is [v1, v2, v3]
T . The

vectors adhere to the rules as follows:{
u1v1 + u2v2 + u3v3 = 0

u2
1 + u2

2 + u2
3 = v2

1 + v2
2 + v2

3 = 1
(8)

Then, the point with coordinates [u, v]T in the target object plane (measuring plane)
can be expressed in the camera 3D coordinate system as

u

 u1
u2
u3

+ v

 v1
v2
v3

+

 x0
y0
z0

 (9)

Assuming that the point in the imaging plane has point coordinates [x, y, 0]T , then
∃k ∈ R must satisfy the following equation.

u

 u1
u2
u3

+ v

 v1
v2
v3

+

 x0
y0
z0

−
 0

0
f

 = k

 0
0
f

−
 x

y
0

 (10)

The following equations can be obtained.

− k
[

x
y

]
= u

[
u1
u2

]
+ v
[

v1
v2

]
+

[
x0
y0

]
=

[
u1 v1 x0
u2 v2 y0

] u
v
1

 (11)
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k f = uu3 + vv3 + z0 − f =
[

u3 v3 z0 − f
] u

v
1

 (12)

From Equation (12), we then obtain the following:

− k =
[
− u3

f − v3
f − z0− f

f

] u
v
1

 (13)

Combining this with Equation (11) gives

− k

 x
y
1

 =

 u1 v1 x0
u2 v2 y0

− u3
f − v3

f − z0− f
f


 u

v
1

 (14)

Introducing the parameter matrix M, we obtain

M =

 u1 v1 x0
u2 v2 y0

− u3
f − v3

f − z0− f
f

 (15)

If the measuring plane does not pass through the focal point [0, 0, f ]T , then the matrix
M must be an invertible matrix. Under normal operation, the focal point does not lie on the
measuring plane, so the matrix M is always an invertible matrix. When the camera moves to
a new position to photograph the target structure, the relative spatial position of the camera
and the target structure changes. The change can be equated to the condition whereby the
camera imaging plane does not move, while the focal length and the actual spatial position
of the target structure change accordingly. Let the coordinates of the camera focus become
[0, 0, f ′]T and the origin of the measuring plane become [x′0, y′0, z′0]

T. The unit vectors in the
x, y axis of the scenic plane become

[
u′1, u′2, u′3

]T and
[
v′1, v′2, v′3

]T, respectively. Similarly,
∃k′ ∈ R makes the coordinate point [u, v]T on the measuring plane and the point [x′, y′, 0]T

of the imaging plane corresponding to the point [u, v]T satisfy the following equation.

− k′

 x′

y′

1

 =

 u′1 v′1 x′0
u′2 v′2 y′0
− u′3

f ′ −
v′3
f ′ −

z′0− f ′

f ′


 u

v
1

 (16)

Then, the parameter matrix M′ is shown as

M′ =

 u′1 v′1 x′0
u′2 v′2 y′0
− u′3

f ′ −
v′3
f ′ −

z′0− f ′

f ′

 (17)

Combining Equations (14) and (16) yields

− k′

 x′

y′

1

 = M′

 u
v
1

 = −kM′M−1

 x
y
1

 (18)

Assuming

M′ ·M−1 =

 m11 m12 m13
m21 m22 m23
m31 m32 m33

 (19)

Then, we can obtain
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k′x′ = k(m11x + m12y + m13)
k′y′ = k(m21x + m22y + m23)
k′ = k(m31x + m32y + m33)

(20)

Therefore, there is {
x′ = m11x+m12y+m13

m31x+m32y+m33

y′ = m21x+m22y+m23
m31x+m32y+m33

(21)

The point (x, y) on the original imaging plane can be transformed into the new imaging
point (x′, y′) by perspective transformation, and (x′, y′) is the point of the orthorectified
image that is not affected by perspective. The orthographic projection of the test beam after
perspective transformation is shown in Figure 18.

Figure 18. Test beam image after perspective transformation process.

As can be seen from Figure 18, the specimen image after perspective transformation is
no longer influenced by perspective and is free from the imaging characteristic of “large
near and small far”. Thus, the specimen image has the characteristics of orthographic
projection, and the deformation information of the structure can be analyzed on this basis.

3.4. Accuracy-Verified Data Acquisition
3.4.1. Deflection Gauge Measurement

The deflection gauge is a traditional deformation measurement instrument that is
often used as a basis for verifying the accuracy of experimental data because of its high
accuracy [27].The conventional displacement measurement method of this test uses the
deflection electric measurement system, which includes deflection gauge (range 0–30 mm,
accuracy 0.01–mm) and DH5902N test and analysis system. The DH5902 acquisition
frequency is set to 1 time in 2 seconds. Seven deflection gauges are installed directly below
the vertical rod of the test beam at L/8, L/4, 3L/8, L/2, 5L/8, 3L/4 and at the two supports,
and the data acquisition system is arranged as shown in Figure 19.

The deflections of different load classes for each damage condition measured by the
deflection gauge are summarized in Table 4. The process of collecting deflection data under
no-damage conditions is shown in Figure 20.

From Table 4, it is found that in some positions, the damaged bars increase but
the deflections decrease. The reason is that the steel joist–concrete combination beam
has a complex internal support bar system, and the difference of structural deflection
before and after the damage is not significant, which indicates that the deflection is not
sensitive to the damage of the complex structure. Conventional single-point measurement
damage identification methods are not ideal for this type of structure. Compared with the
conventional damage identification methods, using this type of specimen as the test object
can fully demonstrate the innovation and efficiency of structural holographic morphological
data in the damage identification problem.

http://dhtest.com/newsinfo/143730.html
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Figure 19. Deflection gauge layout.

Table 4. Deflection measurement results.

Number of
Damaged Rods

Working
Conditions

Load
(kN)

Deflection Gauge Values (mm)

S1 L/8 L/4 3L/8 L/2 5L/8 3L/4 7L/8 S2

0
O1 0 0 0 0 0 0 0 0 0 0
O2 150 0.717 3.884 6.101 8.696 9.514 8.725 6.33 2.696 0.732
O3 250 0.844 5.751 9.875 14.194 15.539 14.32 10.15 4.101 0.913

1
A1 0 0 0 0 0 0 0 0 0 0
A2 150 0.689 2.401 5.949 8.541 10.693 8.921 6.198 2.001 0.694
A3 250 0.828 4.213 9.668 13.871 16.815 14.103 10.104 3.319 0.851

2
B1 0 0 0 0 0 0 0 0 0 0
B2 150 0.704 3.356 5.959 8.764 10.61 8.923 6.358 2.603 0.688
B3 250 0.813 5.336 9.62 14.107 16.67 14.521 10.14 4.288 0.843

3
C1 0 0 0 0 0 0 0 0 0 0
C2 150 0.655 4.155 6.479 9.246 10.583 9.524 6.384 3.139 0.664
C3 250 0.805 6.102 10.234 14.589 16.631 14.782 10.134 4.558 0.822

Figure 20. Deflection meter measurement process under no-damage conditions.
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3.4.2. Three-Dimensional Laser Point Cloud Data Acquisition

Three-dimensional laser scanning technology is a non-contact, fast, and accurate
measurement technique, and its application to the inspection of engineering structures
has become a new trend of development [28,29]. It is widely used in the field of accurate
deformation monitoring for bridges, buildings, tunnels, pipe racks, and other projects [30].
Ling Xiaochun [31] studied the influence of distance, incident angle, and target color on the
accuracy of the scanner during measurement. Using the plane fitting method to analyze
the accuracy, it was verified that the accuracy of a ground-based 3D laser is 1 to 2 mm,
which meets the nominal accuracy; the angle measurement accuracy is about 15′′; and the
point position accuracy can reach the millimeter level. Moreover, this technology is based
on the principle of laser ranging and can acquire a large amount of morphological data
of the target object, so it is feasible to use 3D laser scanning data for the comparison and
verification of images.

The Leica ScanStation P50 3D laser scanner is used to verify the extracted structural
holographic deformation data, the basic parameters of which are shown in Figure 21.
The scanning resolution is 0.8 mm/10 m, the point accuracy is 30 mm/50 m, the target
acquisition accuracy is 2 mm/50 m, and the noise accuracy is 0.4 mm/10 m. According to
the analysis results of the scanning angle effect on the point cloud density obtained from
the previous study [32], the following scanning measurement verification test scheme was
used: the scanning pattern was three-station joint scanning, the scanning radius was set to
10 m, and the scanning angle was [−30◦, 30◦]. The layout of the site is shown in Figure 22.

Figure 21. Basic parameters of Leica ScanStation P50 3D laser scanner.

Figure 22. Layout of 3D laser scanning station.

https://leica-geosystems.com/products/laser-scanners/scanners/leica-scanstation-p50
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Under this scanning scheme, the theoretical value of high-density point cloud coverage
on the side of the test beam is >91.5% with high accuracy, which makes the 3D laser
scanning data valuable for verifying the morphological deviations extracted from the
images. The verification process of 3D laser scanning on the holographic morphology of the
structural images is detailed in Section 4.3. In order to match the 3D laser scanning accuracy
verification test, 20 mm diameter coded marker points were arranged on the upper and
lower chord node plates of the test beam, and the location and number of the marker points
are shown in Figure 23. The results of the 3D laser scan are shown in Figure 24.

Figure 23. Layout of global sign points.

Figure 24. Test beam scanning results.

4. Bridge Structure Morphology Extraction

Based on the equivalent orthographic projection image, the features of the test beam
under the O1 working condition obtained by using the SIFT feature point extraction
method [33] are shown in Figure 25.

Figure 25. Test beam image feature points.

The main body edge contains the morphological information of the structure, which is
the main area of structural feature point distribution and constitutes an important carrier
of structural holographic deformation data. After simplifying the feature extraction results
of the O1 working condition, unnecessary environmental feature points are removed, and
the main features of the structure are highlighted as shown in Figure 26.
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Figure 26. Main features of test beam.

4.1. Regression of Discontinuous Edges of Test Beam Images

The intrinsic nature of image features is points with discontinuous grayscale variations,
and the dramatic grayscale variations imply the presence of high-frequency components
of the signal of interest in the vicinity of the features. The previously extracted structural
image features are not enough for structural holographic deformation monitoring. The
reason for this is that it is difficult to clearly delineate the high-frequency components of
the signal of interest on the bridge structure images from the environmental noise. For
example, in a segment of the bridge edge image signal shown in Figure 27, point A is the
ideal signal identified in the feature extraction process, and there is a step in the feature
gray change at this point. Since the differential operation in the feature extraction process
leads to the amplification of the noise signal, whether the step signal identified at points B
and C is the true edge of the structure needs to be treated with caution. In fact, points B
and C are most likely the synthesis of the characteristic signal with some noise.

Figure 27. Schematic diagram of edge point and noise point.

Due to the variable environment of bridge structure monitoring, points with natural
grayscale excess and continuous gradient changes, such as point A in Figure 27, are rarer
on actual bridge images. The geographical and lighting environment in which the bridge is
located would make most of the structural features accompanied by environmental noise,
forming a large number of feature points with complex components, such as B and C.
This leads to the real feature signal being smoothed out by the Gaussian spatial filter after
the noise is mixed with the structural feature signal, and the actual performance of this
problem on the bridge image is edge discontinuity and missing edge information (as shown
in Figure 28). Structural edges are an important source of feature point generation, the
missing edges cannot provide stable and rich point source data for structural holographic
morphology analysis, and the missing edges need to be regressed.

The dilation and erosion operations are the two most important image boundary
processing methods in morphology [34–38], and they are also the key means to achieve
the concentration of structure-extracted edges toward the actual edges and the regression
of edge breakpoints in this section. We use f (x, y) to describe grayscale images, b(i, j) for
structural elements, and D f , and Db to define the domains of f and b. The dilation and
erosion operations are described in Equations (22) and (23).
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Figure 28. Edge discontinuity of bridge structure image.

(1) Definition of erosion:

( f Θb)(x, y) = min
{

f (x + i, y + i)− b(i, j) | (x + i, y + j) ∈ D f ; (i, j) ∈ Db

}
(22)

(2) Definition of dilation:

( f ⊕ b)(x, y) = max
{

f (x− i, y− i)− b(i, j) | (x− i, y− j) ∈ D f ; (i, j) ∈ Db

}
(23)

The edges of the images obtained by the erosion or dilation operations alone are
rough, and the edge noise composition is complicated in the actual image processing,
so it is necessary to combine the erosion and dilation operations. In order to eliminate
the external discrete points of the structure edge and smooth the structure edge, the
process of first erosion and then dilation is used for edge treatment. For the problem of
discontinuous breaks in the edge, the process of first dilation and then erosion is used
to naturally connect the edge breaks while ensuring that the edge distribution does not
expand outward. The morphological process of first erosion and then dilation is called the
open operation (Equation (24)), and the process of first dilation and then erosion is called
the closed operation (Equation (25)), and the above basic morphological operations are
shown schematically in Figure 29.

(3) Open operation definition.

f (x, y) ◦ b(x, y) = [( f Θb)⊕ b](x, y) (24)

(4) Closed operation definition.

f (x, y) • b(x, y) = [( f ⊕ b)Θb](x, y) (25)

From Figure 29, it can be seen that morphological operations can improve the con-
tinuity of edges and achieve the approximation of discontinuous edges to continuous
edges when there are discontinuities in the edges of bridge images. The before-and-after
comparison of the regression of the discontinuous edge of the test beam image is shown in
Figure 30. It can be seen that after edge regression, the discrete edge points of the image
become continuous curves, while smoothing out most of the noise. This image can be
initially used to quantitatively identify the target deformation.
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(a) (b)

Figure 29. Basic operation diagram of morphology; (a) open operation; (b) closed operation.

(a) (b)

Figure 30. Comparison before and after regression treatment of discontinuous edges of the test beam;
(a) before; (b) after.

4.2. Calibration of Bridge Image Resolution

The deformation of the structure is reflected in the image as a change in the pixel
position of the deformed area. In the same shooting environment, how much deforma-
tion can cause the pixel position to change becomes a resolution issue for bridge image
deformation monitoring. Theoretically, the deformation value has to be larger than the
pixel size to be recognized by the bridge structure deformation monitoring method. The
yellow calibration line is drawn in the truss vertical rod (Figure 31), which is a series of
regular pixel matrix arrangements on the image, the physical size of these pixels in relation
to the actual specimen is the monitoring resolution, and the calibration model is shown
in Figure 32. The resolution calibration is calculated as R = L/n (mm/pixel). The test
beam has a total of 15 vertical rods, and yellow calibration lines are drawn in the middle
of each vertical rod during the test. The exact length of each calibration line is actually
measured, the number of pixels of the calibration line is counted on the image, and then
the monitoring resolution is obtained as shown in Table 5.
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Figure 31. Array arrangement of pixels in image.

Figure 32. Pixel size calibration model.

Table 5. Resolution calibration table.

Vertical Truss
Rod Number

Number of
Pixels

Calibration
Line Length

(mm)

Calibrated Value
(mm/px)

Calibration
Average
(mm/px)

1 1986 367.17 0.1849

0.1771

2 1999 359.21 0.1797
3 1993 360.1 0.1807
4 1991 357.3 0.1795
5 1998 356.32 0.1783
6 1994 312.39 0.1567
7 1989 355.91 0.1789
8 2654 453.94 0.171
9 1982 356.83 0.18

10 1993 321.44 0.1613
11 1988 357.77 0.18
12 1987 356.75 0.1795
13 1994 361.37 0.1812
14 1989 363.1 0.1826
15 1983 359.47 0.1813

The monitoring resolution of the bridge image is obtained by calibrating the pixel
size. Using this resolution, the pixel dimensions of bridge images can be converted to
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deformation monitoring dimensions, and then the measured deformation value of the
structure can be obtained from the pixel bit difference.

4.3. Structure Body Morphology Extraction Results Validation

In this section, the morphology of the main body of the structural image extracted in
Section 3.4.2 is verified quantitatively using 3D laser scanning measurements that have the
ability to describe the holographic morphology of the structure and proven experience in
engineering application.

After the 3D point cloud of the test beam is eliminated from perspective, a digital
orthophoto map (DOM) of the point cloud of the test beam is made as shown in Figure 33.
The calibrated morphology of the test beam obtained in Section 4.2 is superimposed on
Figure 33, and the comparison of the main morphology of the structural image and the
actual morphology of the DOM is shown in Figure 34.

Figure 33. DOM obtained by 3D laser scanning of test beam.

Figure 34. Direct contrast effect between image main shape and actual shape of test beam.

As can be seen from Figure 34, the main morphology of the extracted structure image
matches well with the actual morphology of the structure obtained by 3D machine light
scanning. The quantitative verification of the structural morphology extracted from the
images follows the method used in the previous study [32]: the point cloud data are
constituted as the NURBS surface of the test beam, the coordinates of the top left and
bottom left vertices of the vertical rods are extracted, and all the vertical rod heights Li
and vertical rod spacing Di of the test beam are calculated according to the patterns of
Figure 35; at the same time, L′i and D′i of the same positions of the vertical rods in the
structural morphology of the images are calculated, and the comparison results are shown
in Table 6.

Figure 35. Calculation method of height and spacing of vertical bar by 3D laser scanning.
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Table 6. Test beam image vertical bar height L′i , spacing D′i extraction result verification table.

Vertical Rod
Number

Rod Height Extracted
from 3D Scan

Li/mm

Rod Height Extracted
from Image

L′i/mm

Spacing Extracted
from 3D Scan

Di/mm

Spacing Extracted
from Image

D′i /mm

1 387.96 387.31
(−0.65) 509.87 509.43

2 379.41 380.24 (−0.44)
(0.83) 503.01 503.74

3 380.67 380.31 (0.73)
(−0.36) 501.74 502.21

4 377.67 378.06 (0.47)
(0.39) 500.58 499.76

5 376.83 376.26 (−0.82)
(−0.57) 491.36 491.05

6 332.09 332.59 (−0.31)
(0.5) 517.49 517.79

7 375.21 375.59 (0.30)
(0.38) 503.05 503.22

8 473.48 474.46 (0.17)
(0.98) 507.04 507.28

9 376.98 376.76 (0.24)
(−0.22) 523.49 524.12

10 341.28 342.06 (0.63)
(0.78) 488.16 488.74

11 377.17 377.25 (0.58)
(0.08) 508.43 507.96

12 376.15 375.74 (−0.47)
(−0.41) 509.25 509.44

13 381.90 382.41 (0.19)
(0.51) 509.56 509.86

14 383.17 383.45 (0.30)
(0.28) 513.39 512.81

15 379.50 379.21 (−0.58)
(−0.29)

The values in parentheses are the absolute errors of the image morphology extraction values of the vertical rods
compared with the 3D laser scanning results.

From Table 6, the length and spacing of vertical rods in the image-extracted structural
morphology are consistent with the actual morphology of the structure with a maximum
absolute error of 0.98 mm, indicating that the extracted image morphology of the test beam
can correctly reflect the actual morphology of the structure. Therefore, the holographic
morphological changes of any characteristic position of the structure in the image can be
quantitatively analyzed.

5. Damage Identification Based on Image Matrix Similarity
5.1. Bridge Structure Edge Deformation Analysis

Since the deflection gauge data used as accuracy verification in Section 3.4.2 came
from the bottom of the specimen beam, the lowermost edge of the test beam was selected
as the extraction location of the characteristic edge for the overall structural deformation
analysis, as shown in Figure 36. Figure 37 shows the contour line of the lower edge of the
experimental beam under nondestructive conditions, and the part obscured by the reaction
frame is taken to fill in the edge distribution of its neighborhood.
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Figure 36. Edge extraction position.

Figure 37. Original edge of the beam.

The extracted structure edge lineshapes for each loading case illustrated in Figure 37
show a distinct sawtooth effect, and the peaks and valleys of the oscillations are located in
the same cross-section of the structure. There are three reasons for this regular discrepancy
between the image extracted edge contours and the actual structure edges. 1, the edges of
the actual structure have some discontinuous parts (As in the square in Figure 37) due to
manufacturing errors and wear, which makes the contour pixel distribution at those parts
show oscillations characteristics. 2, as shown in Figure 38 for the red pixel, the extracted
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structural edges consist of one or more pixels, which causes some of the pixels to be lined
up side by side hence forming a pixel bandwidth. This is due to the poor lighting of the
shot scene causing image noise to be mixed with the edges, and thus the edges cannot be
accurately located within a pixel range. The final edge position depends on the gradient
of the grayscale values of all pixels in the pixel bandwidth. 3, as shown in Figure 38 for
the pixel step location, there is a step at the point of continuous edges of the structure, and
the step does not match the deformation trend of the structure, resulting in an unsmooth
contour curve.

Figure 38. The reasons for the oscillation effect of structural image edges.

In order to eliminate this curve oscillation pattern, a structured edge line filtering
method based on improved wavelet threshold denoising function [39–41] is adopted to
perform signal decomposition, threshold filtering and signal reconstruction on the edge
profile signal of Figure 37, so as to achieve noise reduction [42,43], and the processed edge
profile is shown in Figure 39.

(a) (b)

Figure 39. Lower edge curve of the test beam; (a) Original edge of the beam; (b) Edge curve after
noise reduction.

To verify the accuracy of the extracted edge curves, an error analysis is performed on
this curve. The data measured by the deflection gauge at each working condition were
compared with the extracted beam edge curves for the corresponding working condition.
Due to the large amount of data, only the comparison results for the damaged three rods
are shown in Table 7.

As demonstrated in Table 7, the structural edge curves are consistent with the defor-
mation values obtained from conventional measurements, with a maximum absolute error
of 3.42%.
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Table 7. Error analysis of beam deformation extracted from images.

Load
Conditions Load

Deflection
Gauge Location

Deflection
Gauge Values

R1/mm

Deformation
Curve Values

R2/mm

Error
|R1−R2|

R1
%

C2 150kN

S1 0.655 0.634 3.11
L/8 4.155 4.184 0.70
L/4 6.479 6.609 2.02

3L/8 9.246 8.929 3.42
L/2 10.583 10.464 1.12

5L/8 9.524 9.807 2.98
3L/4 6.384 6.559 2.75
7L/8 3.139 3.222 2.65

S2 0.664 0.647 2.56

C3 250kN

S1 0.805 0.779 3.19
L/8 6.102 6.258 2.56
L/4 10.234 10.229 0.04

3L/8 14.589 14.842 1.74
L/2 16.631 16.536 0.57

5L/8 14.782 14.434 2.35
3L/4 10.134 10.441 3.03
7L/8 4.558 4.43 2.80

S2 0.822 0.806 1.88

5.2. Damage Identification
5.2.1. Single Damage Test Beam Image Matrix Similarity Analysis

Under 250 kN load condition, the lower edge curve of the test beam without damage
and one rod damage (No. 7 rod) is extracted according to the previous method, and after
noise reduction, the pixel coordinates of the lower edge curve form the image coordinate
matrices D0 and D1. Then, the Euclidean distance of the homologous image points of the
two image matrices is calculated using the Equation (6), whose calculation process is shown
in Figure 40, and further the similarity sim(D0, D1) distribution (Figure 41) is obtained by
amplifying the damaged signal according to the Equation (7). To facilitate the view of the
damage recognition effect, only the image matrix similarity results for the truss vertical rod
regions are shown in Figure 41.

From Figure 41, the similarity peaks at vertical bar #7, indicating that damage is more
likely to occur here than at other bars. By connecting the maximum similarity at each
vertical bar, the similarity envelope of the test beam in the single damage condition can be
obtained (Figure 42). The similarity envelope gives a more concise and obvious indication
of the damage location.

Figure 42 shows that the image matrix similarity analysis method works well for single
damage identification of the test beam and can accurately locate the damage location.
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Figure 40. The calculation process of Euclidean distance in Equation (6).

Figure 41. Single damage identification results of test beam.
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Figure 42. Single damage condition similarity envelope.

5.2.2. Multi-Damage Test Beam Image Matrix Similarity Analysis

The structural edge curves of two-bar damage (bars #5 and #7) and three-bar damage
(bars #4, #5 and #7) under 250 kN load condition are selected, and the steps in Section 5.2.1
are repeated to obtain the image coordinate matrices D2 and D3. The similarity between
them and the image matrices in the no damage condition is calculated respectively as
shown in Figure 43.

(a) (b)

Figure 43. Multi-damage condition similarity envelope; (a) two-damage conditions; (b) three-
damage conditions.

To compare the image matrix similarity damage identification effects for different
damage conditions, the similarity envelopes are integrated into the same coordinate system,
as in Figure 44.
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Figure 44. Similarity envelopes for all damage conditions.

In summary, the analysis found that the test results are consistent with the results
of the numerical simulations in Section 2.3, with the similarity (sim) envelope having a
significant peak response at the damage location of the test specimen. This result indicates
that the image matrix similarity analysis method proposed in this paper can accurately
identify the damage locations on the test beams under each working condition and, at
the same time, demonstrates that the overall deformation curve of the structure contains
anomalous signals arising from local stiffness degradation caused by the damage.

6. Conclusions

Using digital image processing techniques, an image matrix similarity damage identi-
fication method for bridge structures is proposed based on the ability of images to describe
the holographic deformation of structures. The test results show that the method can
accurately identify the singular signal of local stiffness degradation caused by structural
damage from the overall structural deformation and achieve the localization of damage.
This solves the difficulty of damage identification due to incomplete test data and provides
a new idea for beam damage identification. The research in this paper has engineering
application prospects for small and medium-span bridges and for fast, economic, and
efficient long-term health monitoring. The main conclusions of this paper are as follows.

(1) A digital orthophoto-based image matrix similarity damage identification method
is proposed. Numerical simulation studies show that the damage will break the structural
system deformation coordination, the abnormal distribution of pixels at the damage site
will manifest odd signals in the matrix similarity test before and after the damage, the
signal characteristics are shown as similarity curve discontinuity, and the discontinuity
location is consistent with the damage site.

(2) A damage loading test of steel truss–concrete composite beam has been conducted,
and the original test beam image is corrected by perspective transformation to obtain an
equivalent digital orthophoto. Further, the holographic morphology of the test beams
extracted by the SIFT feature extraction algorithm is verified, and the results show that
the extracted morphology of the test beams is consistent with the real morphology of
the structure.

(3) The lower edge curve of the experimental beam is affected by noise with regular
oscillation, and the noise-containing curve is processed by the wavelet denoising function
to obtain a continuous smooth lower edge curve of the structure. The validation results
show that the maximum error of the noise-reduced curve is 3.42%.

(4) The image matrices of the structure before and after the damage are obtained
from the coordinates of the lower edge curve. The similarity envelopes for each damage
condition were derived by calculating the similarity of the image matrices under single
damage condition and multiple damage conditions. The peak of the envelope is consistent
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with the position of the damaged rod, which verifies the accuracy of the damage position
identification in practical applications.
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