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Abstract: Liquid lead-lithium in eutectic proportions (Pb-Li) is a candidate material for Breeding

Blankets (BBs) in future Fusion Power Plants (FPP). BB design depends on the diffusivity and Sieverts’

constant (solubility) of tritium in this alloy, but literature reports a large scattering of measurements

for these values. A model was developed to address one possible source of this scattering in static

check for experiments, i.e., non-negligible loss of hydrogen gas through steel walls of containers. This model
updates simulates the dissolution of gases into, and their diffusion through, metallic barriers for diffusivity
Citation: Pomella Lobo, T; and Sieverts’ constant as inputs. When implemented, it can be used to compute the pressure
Diaz-Alvarez, E.; Frances, L. A decrease in a metallic chamber, and comparison of simulated curves with experimental ones allows
Model to Simulate Gas Dissolution for estimates of the diffusivity and Sieverts” constant. This approach was used to estimate these
into/through Metals and Its coefficients for deuterium in stainless steel, using experiments performed with a 316L steel chamber

Application to Deuterium in a 3161 from an existing facility (the Vacuum Sieve Tray setup) and simulations in a quasi-2D representation
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of this chamber. This validated the model, which was then used to simulate the chamber containing
Pb-Li, as a means of planning for future experiments.
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1. Introduction

Publisher’s Note: MDPI stays neutral The European DEMOnstration Power Plant (EU-DEMO) is foreseen to consume more
with regard to jurisdictional claims in  than 100 kg of tritium (T, or $H) per full-power-year of operation [1]. Given its scarcity
published maps and institutional affil- ~ from natural and anthropogenic sources [2], tritium self-sufficiency is considered a strong
iations. requirement for future Fusion Power Plants (FPPs) [3]. That is, tritium must be produced in

situ by Breeding Blanket (BB) systems, using a combination of Neutron Multiplier Material
(NMM) and lithium compound (breeder). Liquid lead-lithium in eutectic proportions
(herein referred to as Pb-Li) can act as both breeder and NMM, so it has been chosen for
some BB concepts, including one of the current designs under Research and Development
(R&D) focus, the Water-Cooled Liquid-Lithium (WCLL) concept [1].

Design of BB concepts is not only driven by tritium economy requirements, but also
conditions of the Creative Commons _Safety concerns. Design studies of both aspects must assess crucial mitigation strategies
Attribution (CC BY) license (https:// 1T permeation losses, since FPPs must comply with hard requirements on environmental
creativecommons.org/ licenses/by/ releases and plant inventory due to retention [4,5]. Hydrogen permeation through metals
40/). is largely governed by its characteristic diffusivity and Sieverts’ constant (solubility),
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but literature reports a rather large scattering of measurements for these values for Pb-Li,
especially for the latter: over two and four orders of magnitude, respectively. The difference
between higher and lower values can be decisive in the feasibility of FPPs, which warrants
a reduction of this uncertainty [6].

Possible reasons for this uncertainty include experimental methodology and associated
measurement techniques. In particular, static experiments attempt to infer the Sieverts’
constant by measuring: (a) how much of a fixed initial amount of hydrogen is absorbed by a
Pb-Li sample; or (b) how much hydrogen desorbs from a Pb-Li sample previously exposed
to a hydrogen atmosphere [6,7]. In both cases, however, the eventual passage of hydrogen
through the experimental container walls is non-negligible; walls are usually made of steel,
which presents solubility, for the great majority of literature measurements, at least one
order of magnitude higher than Pb-Li. This can interfere with the accuracy of measurements
and lead to an overestimation of absorption or underestimation of desorption. Thus, it is
crucial for any experiment of this type to distinguish the dissolution of gas into samples
from the loss of gas through the container walls.

To tackle this, a physical model for gas dissolution into metals was developed
(Sections 2 and 3). Subsequently, it was applied to part of an experimental setup, de-
signed to study the Vacuum Sieve Tray (VST) concept for hydrogen extraction from Pb-Li,
in the Tritium Laboratory Karlsruhe (TLK) [8]. The derived numerical model was used
to estimate the diffusivity and Sieverts’” constant for 316L steel in a control experiment
without Pb-Li, and comparison with literature allowed for model validation (Section 4).
The model was then applied to a simulated experiment with Pb-Li, to provide predictions
and guidelines for future measurements with the setup (Section 5).

2. Background for Modelling Gas Dissolution into and through Metals

Figure 1 displays the expected process undergone by a diatomic gas when passing
through a generic metal barrier. In this process, generally the gas phase dynamics (i) evolve
much faster than the diffusion (iii) in the solid medium [9]. Thus:

¢ the gas can be always considered in equilibrium for the purpose of evaluating thermo-
dynamic properties (pressure, density, ...) that affect the gas-metal interaction; and

¢ the diffusion is mainly determined by surface dynamics, and not gas availability
outside of the metal.

L I .
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Figure 1. Diagram of the passage of a diatomic gas (X3) through a generic metal barrier. The
process is subdivided in four steps. (i) Free gas expansion, to reach the gas-metal interface (i.e., the
metal surface). (ii) Adsorption + Dissociation, at the interface. (iii) Diffusion, through the metallic
medium in the direction of lower concentrations. (iv) Recombination + Desorption, at the other
gas-metal interface.

For any given gas-metal pair, the surface dynamics (ii and iv) characterize the process
as either surface-controlled or bulk-controlled. In surface-controlled systems the gas
intake rate through the interface limits the diffusion process, due to slow adsorption or
chemical reactions. In bulk-controlled systems, the gas dissolution into the metal is only
determined by the medium’s diffusivity, because the concentration at the interface is high
enough to supply the fluxes determined by the diffusive process [10]. It is generally agreed
that hydrogen isotopes diffusion into Pb-Li and steel are bulk-controlled systems [10-14],
although exceptions have been reported for Pb-Li [9].
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The diffusion process (iii) has two distinct stages: a diffusive one, that is transient and
lasts until medium saturation, and a permeative one, when in steady state—a system’s
steady-state flux is mathematically described by Richardson’s Permeation Law [14]. For
a metal M and a diatomic gas X; in low pressure regimes—a gas is considered in a low
pressure regime, and thus the ideal gas law may be applied, when its reduced pressure
is much smaller than 1, i.e., its pressure is far from its critical point [15,16]—both stages
are governed by the diffusivity DY (m*/s) and the Sieverts’ constant S )Aé (mol/m3\/Pa). This
process can be mathematically described by Fick’s Law—Equation (1)—and the principle
of mass continuity—Equation (2)—which respectively relate: the gradient of the local
concentration of a species to the molar flux of this species, and the divergence of such flux
to the time variation of that concentration. Saturation profiles depend on the boundary
conditions, which can be determined using Sieverts” Law—Equation (3).

Ox = DY . ¥ ey 1)
d
acx+v-@§):o 2)
cx = S}]\é “VPx, (3)

In the equations, cx (mol/m?) is the metal’s concentration of atoms X and c¥ is the Sieverts’

equilibrium concentration; @ (mol/m?s) is the molar flux of X; px, (Pa) is the partial
pressure of X, in the gas phase [14].

Dimensional analysis shows that the diffusivity displays physical unit of time, while
the Sieverts’ constant does not. This means a varying experimental quantity that represents
the process, such as the pressure, can be used to measure:

o diffusivity, by verifying time-related properties of a pressure curve characterization;
e Sieverts’ constant, by comparing initial and final states of a pressure curve characteri-
zation;

in a given static experiment [14].
Both DM and S )Aé display an Arrhenius dependency to temperature T (K), as shown
in Equations (4) and (5).

E

=

s

D =Dy - e RT (4)

S =08, ¢ RT (5)

[n}

The terms E; and E; are referred to as activation energies (J/mol). For the purposes of
this work, the terms De and Se will be called infinite-temperature coefficients. All four
terms (Do, Seo, Eg and Es) will be addressed as dissolution parameters. For a given set of
temperature-dependent measurements, the dissolution parameters can be obtained by
linear regression of data plotted, in logarithmic scale, as function of the reciprocal of the
temperature (1/7) [14].

Figure 2 shows a literature review of Arrhenius functions of diffusivity and Sieverts’
constant for the dissolution of different hydrogen isotopes (Q) in Pb-Li. Notice the scat-
tering over orders of magnitude, especially in Figure 2b. When only point measurements
were available, the curves were interpolated (but not extrapolated) using logarithmic re-
gression. Sieverts’ constants are sometimes presented in literature in different units (e.g.,
the concentration represented in atomic fraction, i.e., [S)Aé | = 1/vPa). In some of these
cases the values had to be transformed using the temperature-dependent mass density for
Pb-Li [17], which was done before applying the regression.
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Figure 2. Literature review of ng'Li and S&"Li. If only point values were available in any
given reference, dissolution parameters were obtained by logarithmic regression after applying
unit transformation. (a) Literature values and functions of diffusivity for hydrogen isotopes in
Pb-Li [10,18-24]. (b) Literature values and functions of Sieverts’ constant for hydrogen isotopes
dissolution in Pb-Li [11,18,20,22-35]. When necessary, the temperature-dependent density of Pb-Li
was used for unit conversion [17].

Some references reviewed in Figure 2a,b present not only experimental measure-
ments, but also values obtained from theoretical models (e.g., thermodynamic model
for alloys [26,32,33]). Some of those apply an extrapolation to obtain coefficients for one
isotope based on the coefficient for another. This can be done using Equation (6) due to
inertia’s impact on the diffusivity.
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In it, mx, myxy and my; are the atomic masses of two gas isotopes and the metal,
respectively [23]. Some references also apply this rationale to Sieverts’ constant (e.g., [22]),
however it is still debatable whether an isotopic dependence for S )Aé should be based on
zero-point energy analysis instead [26,33,36-38].

A similar literature review of the diffusivity and Sieverts’ constant for hydrogen
isotopes dissolution in steel was also performed, as it was relevant for the work hereinafter.
Graphs analogous to those presented here are shown in Section 4, alongside results of
that section.

3. A Methodology to Differentiate Dissolution from Gas Losses in Gas-Metal Systems
3.1. Modelling Approach and General Assumptions

Figure 3 shows the proposed model to simulate experiments of gas dissolution in
metals. The top of the image shows how a metallic barrier can be represented by a 1D
diffusion channel. Any given metallic barrier can be represented by a single channel,
that computes the average diffusion process through its total surface. The channel is
sub-divided into nodes, which provide a mesh to apply a numerical method. In this
work, the resulting system of equations was obtained with the inite Differences method,
as usually presented in related literature (e.g., [39]). A Backwards Euler (implicit in time)
2nd-order (in space) scheme was applied to ensure model stability and limited truncation
error without much computational cost [40,41].

The bottom of Figure 3 shows shows a diagram of the expected behavior of the
concentration profile of a gas, and its evolution in time, inside a double metallic barrier.
In this particular example, the diagram represents metals with similar Sieverts’ constants,
but significantly different diffusivities. Any discontinuous variation of medium properties
requires the diffusion channel to be split into two sub-channels, solved in succession.

HEEEEE [TTT1TT1TT1T 13
Metal 1 Metal 2

BC,

BCF g

Figure 3. Representation of a generic double metallic barrier being simulated with the proposed
model. The nodal division of the barrier provides a mesh along the channel length to apply a
numerical method (top). In this example, the left side of the barrier experiences a finite amount of
gas and the right side is ideally ventilated. The spatial concentration profiles in each metal evolve in
time (bottom, in blue, from light to dark). Furthermore, in this example Sieverts’ constants for both
metals are assumed equal, so no profile discontinuity is seen at the interface. Three possible types of
boundary conditions (BCs): Coupled BCs (in red), Co-Dependent BCs (in orange) and Fixed BCs (in
green). When BC can also evolve in time, this is indicated by an arrow.

Below follows a list of additional general assumptions applied in the proposed model:

I Diffusion is not hindered by surface oxidation, chemical bonds or micro-structural
defects (in case of solid medium) [14,33].
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II' Low pressure regimes imply that Sieverts’ Law may be applied. Subsequently, in
these conditions the gas concentration in a metal is low enough to allow one to
approximate chemical-activity to concentration, with the purpose of computing the
diffusion process in a single medium [7].

III  Concentration gradients only exist in the direction of the diffusion channels, and
temperature gradients along them are negligible. This way the diffusivity and Sieverts’
constant do not vary along the diffusion channel. This can be assumed if the width
of the metal barriers, along the dimension of the diffusion process, is considerably
smaller than its other dimensions [14].

3.2. Boundary Conditions (BC) on a Double Metallic Barrier for the Dissolution of a Diatomic Gas

The boundary conditions (BCs) on the surface of a metal for a dissolution process
simulated using this approach depend on the type of system being simulated. Bulk-
controlled systems lead to Dirichlet BCs, i.e., the concentration value—in this work it is
assumed that the gas phase density and the gas concentration in the solid can be used
interchangeably—at the gas-metal interface is directly applied as BC, since dissociation
and recombination at the surface are not limiting the diffusion process. On the other hand,
surface-controlled systems lead to Neumann BCs, i.e., the derivative of the concentration
at the gas-metal interface must be applied as BC, since surface fluxes limit the diffusion
process. To apply this model to steel and Pb-Li, it is assumed that these metals are
bulk-controlled (vide Section 2) and thus require only Dirichlet BCs; the methodology can
nevertheless be extended to surface-controlled systems if surface dynamics coefficients are
known (e.g., [13]).

As displayed in Figure 3, three possible types of BC are foreseen in the proposed
model:

e  Coupled BC: gas-metal interfaces exposed to a finite amount of gas experience a BC
that changes in time, since the flow of particles through the metal surface alters the
gas density outside the metal. If more than one diffusion channel is simulated, all BCs
must be altered in unison, taking into account the amount of gas flowing through the
boundary node of each channel. For this reason, these BCs are effectively coupled.

o : metal-metal interfaces only present a change in medium properties
and no other process is assumed (e.g., recombination/dissociation); that is, fluxes are
not determined by surface-controlled aspects.

e  Fixed BC: gas-metal interfaces exposed to a gas reservoir of infinite supply experience
a BC constant in time. In the particular case that the BC is equal to zero (as shown in
the example in Figure 3), the model represents a surface that acts as a perfect sink (i.e.,
that metallic surface is constantly and efficiently ventilated).

Figure 4 illustrates, through the simplified example of a single-metal barrier under
equal conditions on both sides, how Fixed BCs are determined. The ideal gas law is used
to compute a molecular density cx, outside of the metal using the gas pressure (i). Due to
surface dissociation, the interface experiences an atomic density cx (ii). Since Sieverts’ Law
establishes the atomic concentration of gas present inside the metal when in equilibrium
(given that gas phase pressure py,), Sieverts’ concentration c¥ is taken as a critical limit
(maximum) to this concentration (iii). This agrees with the expected behavior of the
diffusion process, that tends to a constant profile equal to ¢}, when in steady-state. Thus,
the BC is taken as the minimum between c% and the gas atomic density at the interface cx.
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Figure 4. Diagram of BC determination at the gas-metal interface for a bulk-controlled single metallic
barrier, when experiencing on both sides an infinite supply of diatomic gas at given temperature
T and pressure px,. (i) Calculation of gas density (cx,) at the metal surface with the ideal gas law.
(ii) Calculation of the surface atomic concentration (cx, in green) by multiplying the gas density by
the number of atoms that compose the gas molecules, due to dissociation. (iii) The effective fixed BC
applied is the minimum between the atomic concentration and Sieverts’ concentration (cy) for that
gas pressure, obtained using Sieverts’ constant (S % ). This BC leads to concentration profiles evolving
in time (in blue, from light to dark). The particular case of cx > c¥ is represented; in equilibrium, the
concentration inside the bulk tends to c% (in black, dashed).

The procedure used for determining Fixed BCs can be applied to cases in which
the gas pressure px, varies in time. In these cases, since both cx and c% change in time,
tasks (i)-(iii) are performed at every time step. In the particular case in which the fluxes
through the gas-metal interface alter the pressure and multiple channels are simulated,
the model presents Coupled BCs. One example of such scenarios is the simulation of
a closed metal container during a static absorption experiment. A simulation with the
model presented in this work can be used to compute the variation of the inner pressure in
the container, caused by gas loss. Each container wall can be modelled by one diffusion
channel, and the total gas loss in the container at each time step can be computed by
multiplying the average atomic fluxes through each wall by that wall’s area. The pressure
decrease inside the container can be inferred with the ideal gas law, and the new pressure
is subsequently used to define the Coupled BCs of the next time step.

Finally, for scenarios exhibiting double metallic barriers, Co-Dependent BCs must
be computed. To do so, two continuity laws must be enforced: for the flux and for the
chemical potential. In cases where the Sieverts’ constant is similar for both metals, the
chemical potential can be approximated to the concentration, which results in profiles as
seen in Figure 3. In it, equating the fluxes exiting Metal 1 and entering Metal 2 leads to a
discontinuity on the first derivative of the concentration profiles (blue lines), caused by the
difference in diffusivities between metals. However, in cases where the Sieverts’ constant
varies significantly across the interface, the profiles themselves also present a discontinuity
due to the different equilibrium distribution coefficients of each metal [42]. In these cases
Equation (7) is used (alongside the flux continuity) to derive the concentration values at the
interface, which act as the Co-Dependent BCs for each diffusion sub-channel.

M

cé\fl szl ;
= @)
Cx X,

The derived concentration values (i.e., Dirichlet BCs) can be re-calculated at each time
step using the fluxes obtained at the previous one. This implies a non-implicit algorithm
scheme; simulation stability and negligible error can then be ensured by increasing the
number of space/time nodes.
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3.3. Measurement of Diffusivity and Sieverts” Constant from Experimental Gas Pressure Evolution

The application of this model allows one to simulate the evolution of pressure inside
a closed metal container, at a given temperature, if the dissolution parameters Deo, Soo, Ej4
and Es are known. However, dissolution parameters are not always known (e.g., literature
scattering for Pb-Li, lack of steel manufacturer’s data); in these cases, comparison of the
simulated pressure decrease curve with an experimental one allows for the determination
of the dissolution parameters through a “curve matching” strategy.

To apply this curve-matching strategy, the simulation must be run several times. Each
time a pressure decrease curve is simulated with a particular combination of dissolution
parameters (Doo, Seo, E; and Es). These combinations are made by varying each parameter
inside its respective range between extreme values (maximum and minimum), derived
from literature using logarithmic regression (vide Section 2). The resulting simulated curves
can be compared to the experimental pressure curve; the one that displays smallest least-
squares deviation is assumed to have been simulated using dissolution parameters closest
to the real values.

The determination of dissolution parameters through the curve-matching strategy
applied to an experiment of gas loss from a metal chamber effectively provides one with the
diffusivity and Sieverts’ constant for that gas-metal pair as a function of temperature. Notice
how modelling double metallic barriers allows one to apply the model to experiments
containing two metals (e.g., steel and Pb-Li).

Subsequent comparison of the diffusivity and Sieverts’ constant to literature measure-
ments allows for the validation of the proposed model and methodology. Section 4 presents
how an experiment with deuterium in a steel container was modelled using this approach,
and the resulting dissolution parameters for the 316L steel that made up that container.

4. Methodology Validation by Comparing Simulations and Experiments of a
Deuterium-Steel System (without Pb-Li)

4.1. Simulating a Deuterium Pressure Decrease Curve in the VST Upper Chamber

Figure 5 shows the length measurements of a setup of interest to be modelled: the
Upper Chamber (UC) of the Vacuum Sieve Tray (VST) experiment [8]. As a geometrical-
system simplification to apply a numerical model, fittings were neglected and the chamber
was considered an assembly of only three parts: the LID, the WALL and the BASE. Both
the LID and the BASE can be considered solid cylinders, and the WALL a hollow cylinder,
all made of uniform 316L steel, which supports Assumption I [14].

Y 2 D v
%D, ! ha
M |
1
1
1
'
— 1
b 1
%Dw ! D, N
- ; ® Canm |
Hw : |
= |
1
! Fixed B.C. l
! Coupled B.C. H
I
BASE (Ll %
%Dy L

Figure 5. Schematic of the VST Upper Chamber (UC) as modelled using a quasi-2D modelling
approach. The dashed line indicates an axis of cylindrical symmetry. On the left, simplified chamber
dimensions used in the model (D; = 305.0, Dy = 250.0, Dg = 270.0, Hy = 26.0, Hy = 95.0,
Hp = 20.0, W = 2.0; all in mm). On the right, a diagram of the diffusion channels foreseen in the
simulation (two cartesian vertical, # and //, and a cylindrical radial, ). Boundary conditions are
indicated by color: external Fixed BC (in green) and internal Coupled BC (in red).
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Experiments of interest with the UC foresaw injecting a fixed amount of deuterium
gas (Dy) inside the chamber and then observing the pressure decrease along time. The
technical limitations of the setup forbade an initial pressure in the UC higher than 1.5 bar,
s0 25 x 1072 mol were chosen as injection amount. This amount ensured initial pressures
of ~800 mbar in the experiments with the highest foreseen temperatures. This complied
with the former requirement and also ensured reliable accuracy for pressure measurements.
Notice that this order of magnitude for the deuterium pressure is considerably smaller
than its critical pressure (=16 bar) [43], which supports the usage of the ideal gas law and
Assumption IL

Figure 5 also shows how the model introduced in Section 3 was applied to the UC.
Due to the present symmetries, a quasi-2D approach was deemed sufficient: each chamber
part was modelled with a single (1D) diffusion channel along a different dimension. The
channel lengths (H;, Hp and W) are considerably smaller than all other measurements,
which supports Assumption III [14].

Modelling surfaces exposed to the same finite amount of gas implied that the inner
surfaces of the chamber had to be considered coupled (vide Section 3). Thus, all nodes
representing the interior of the chamber were modelled as Coupled BC (in red, Figure 5).
The exterior of the chamber was assumed to be a perfect sink for the diffusion process.
Thus, nodes representing the exterior were modelled as Fixed BC (in green, Figure 5) with
null concentration.

Due to their temperature dependency, the diffusivity and Sieverts’ constant for deu-
terium dissolution in 316L steel had to be computed as a function of time for each experi-
mental scenario simulated. For this, additional simulation inputs were planned in the form
of the evolution of single surface temperature measurements for each chamber part (LID,
WALL and BASE). The UC is fully covered by thermal insulation and the temperature of
the chamber parts are determined by a controlled ohmic heater underneath the BASE [8].
Upon choosing a set-point, the gas was planned to be injected only after general thermal
steady-state conditions were registered for any chamber part (temperature variations below
1% between subsequent measurements).

At each time step of the simulation, the BASE and LID temperatures (Tp and 17,
respectively) could be used to compute the diffusivity and Sieverts’ constant on those
chamber parts, interpolating values in time between measurements when necessary. In
contrast, the WALL surface measurement could not be deemed representative of the whole
chamber part; instead, the WALL temperature (Ty) was assumed to display a spacial linear
profile, analogous to a metal rod connecting two thermal baths, with extremes T and T}..
This relies on assuming, as a thermal-system simplification, homogeneous distributions for
the LID and BASE temperatures in comparison to the WALL, which is strongly suggested
by the difference in metal volumes: the LID and the BASE have volumes approximately
one order of magnitude higher than the WALL (19.0 x 10°mm? and 11.4 x 10° mm?,
respectively, versus 15.0 x 10* mm3). This approach was supported by the measurements
on the single WALL surface sensor (placed approximately 20 mm from the heater). The
deviation between the measurements and the theoretical value obtained with the linear
temperature profile (temperature gradient of approximately 1 K/mm along the WALL)
was considered negligible (~0.06%) for the maximum heater set point of 450 °C.

Given the temperature variation on the WALL, computing the average diffusion
process through this chamber part (with a single diffusion channel) required determining

average values for the diffusivity (D‘]SVALL) and Sieverts’ constant (S]‘S\;ALL). Due to their
Arrhenius dependency (vide Equations (4) and (5)), and the linear temperature profile of

the medium, Equation (8) was used to compute D]‘SVALL and S]%EALL (here shown as K).

e ! / T e AT ®)
= K1e RT
Ts—T, Jr,
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In it, x1 is the desired infinite-temperature coefficient (D or Se) and «; its respective
activation energy (E; or E;). Since Tp and T, can be assumed homogeneous, this procedure
is not required for the BASE nor the LID.

Given the lack of manufacturer data for the parameters x; and «;, for the 316L steel
used in the UC, planning of the experiments was performed with initial simulations
run using literature-averaged dissolution parameters, as indicated in Table 1. While
activation energies were arithmetically averaged, infinite-temperature coefficients were
geometrically averaged due to their logarithmic scattering. To perform the averages,
deuterium diffusivities were extrapolated (using Equation (6)) when data could be found
only for other isotopes. Sieverts’ constants were assumed to be the same for every isotope
(i.e., neglecting zero-point energy differences), as mentioned in literature to be a good
approximation for steel [12]. For comparison, the table also shows the literature extremes
of the dissolution parameters.

Table 1. Average and extreme values of dissolution parameters for deuterium dissolution in 316L
steel, derived from literature and applied in the simulations [12,14,44,45].

316L Do E; Seo E;

(D3) (m*/s) (kJ/K-mol) (mol/m3 - 1/,/Pa) (kJ/K-mol)
max 9.20 x 107 [44] 66.10 [45] 1.50 x 10° [12] 20.58 [12]
avg 1.41 x 107 (all) 52.24 (all) 6.57 x 101 (all) 13.46 (all)
min 5.77 x 10~9 [45] 42,50 [12] 2.82 x 101 [14] 6.70 [45]

Initial simulations were run using a set of temperature measurements obtained during
a trial run of the experiment with no gas. Convergence tests were performed both for
spacial node and time node counts. Test were done for powers of 10, between 10! and 10°.
No significant precision is gained by simulating meshes with more than 10° nodes (relative
difference between figure of merits of subsequent simulations below 0.05%), so subsequent
simulations utilized this mesh resolution.

Results of these initial simulations can be seen in Figure 6, which shows the evolution
of the atomic concentration of deuterium both in the BASE and the WALL. Notice how
the profile in the WALL (Figure 6a) evolves faster than in the BASE (Figure 6b), even
though it displays a linear temperature profile with a lower average (405 °C). This is
attributed to the steeper concentration gradients in the thinner medium, which is the
dominating diffusion drive in comparison to the temperature effect on the diffusivity and
Sieverts’ constant.

As expected, concentration curves evolve towards linear profiles connecting the BCs
(dashed lines). However, it should be noted that these linear profiles correspond to a
pseudo-steady-state (PSS). As the simulation takes into account the pressure decrease inside
the chamber, the Coupled BCs (left, in red) are recalculated at every time step and tend
to decrease with time (vide Figure 3). The displayed dashed lines only describe the last
simulated time step—in other words: a pseudo-steady-state profile indicates the future
tendency of the concentration profile curves only if the BCs became Fixed BCs at that time.
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Figure 6. Simulation of concentration profiles evolution during 18 hours in the WALL and BASE
steel media, using avg dissolution parameters (vide Table 1). Initial gas pressure set to 780 mbar and
BASE temperature set to 450 °C, to be representative of experiments performed with the heater set at
that temperature. The difference in medium thickness (of one order of magnitude) leads to steeper
concentration gradients that ensure the profile evolves faster in the WALL than in the BASE, in spite
of the WALL having a lower average temperature (=405 °C). Profiles tend towards pseudo-steady-
state (PSS; dashed lines), which represent the expected steady-state profiles computed using the BCs
of the last time step. (a) Concentration profile evolution in the WALL. Medium thickness of 2 mm.
(b) Concentration profile evolution in the BASE. Medium thickness of 20 mm.

4.2. Experiments with the VST Upper Chamber

Three experimental runs were performed with the UC of the VST setup. Before each
experiment, a bake-out procedure was performed to ensure the removal of any gas trapped
in the chamber metals. The initial bake-out was done for 96 h; subsequent bake-outs were
done for a minimum of 16 h. During bake-out, the ohmic heater temperature was always set
at maximum (450 °C) while the interior of the chamber was continuously evacuated. After
each bake-out, pumping was maintained and the ohmic heater was set to a given desired
temperature. Bake-out plus thermal development periods (until general steady-state, vide
Section 4.1) lasted for a minimum of 24 h—these periods were purposefully increased if
gas trapping from the previous experiment was deemed more significant, either because of
a longer experiment or higher temperatures.

Experiments were performed with the following heater set temperatures: 100 °C,
350 °C and 400 °C; the latter two being the most relevant for fusion energy applications. In
each case, deuterium was injected for 34 £ 2 s at the maximum flow rate of 2600 & 26 SCCM
(“standard cubic centimeter per minute”, approximately equivalent to 7.4 x 10~7 mol/s).
The maximum rate was chosen to reduce injection time and increase representativity of the
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computational model, which assumes the process starts from an instantaneous onset of
pressure. The measured pressure decrease was corrected using a calibration dependent on
the temperature of the pressure sensor.

4.3. Applying Curve-Match to Obtain Dissolution Coefficients for the VST’s 316L Steel

As introduced in Section 3, the dissolution parameters D, S, E; and E; for a gas-
metal pair can be determined using the curve-matching strategy proposed. For that,
each parameter was varied between the literature extremes (vide Table 1), subdividing
these ranges in 10 steps per parameter (for a total of 10* pressure decrease simulations
per experiment).

Figure 7 shows the measured pressure decrease curves for the experiments and
their respective simulated curves for simulations run with the dissolution parameters
determined through curve-matching. All curves display two phases:

¢ the first one shows a faster pressure decrease and lasts for only a fraction of the total
experiment time (roughly: 15h for the experiment at 100 °C, and less than 1h for
the others);

¢ the second one shows an apparent linear (and slower) pressure decrease (after the first
phase ends).

The correlation between experimental temperatures and time for the transition between
first and second phases is explained by the increase of diffusivity with temperature.

The first phase corresponds to larger fluxes of deuterium gas diffusing through the
metal parts, caused by steeper concentration gradients (as exemplified by the light blue
lines on Figure 6), which lead to a sharp pressure decrease in the beginning. The second
phase corresponds to smaller fluxes, because the system is close to pseudo-steady-state
conditions (dark blue lines tending to dashed black lines on Figure 6). These phases could
be considered similar to the diffusive and permeative stages of the theoretical dissolution
process, as defined in Section 2. However, it should be noted that these stages are not
technically equivalent to the first and second curve phases, respectively, because this type
of experiment is not expected to ever reach true steady-state conditions (i.e., permeative
stage). Since the amount of gas in the chamber is finite, the metal experiences a pressure
decreasing in time, and thus, BCs that change in time. This is successfully taken into
account by the model presented in this work with the implemented Coupled BCs on the
inner side of the chamber, that are recalculated at every time step.

In fact, it should be noted that Richardson’s Permeation Law, often applied in literature
to compute passage of gases through metals [12,14], is not capable of computing the first
phase of the curves presented, since it would assume pseudo-steady-state conditions from
the start of the experiment. Since the pressure decrease in the first phase amounts to a
significant portion of the total pressure decrease (especially for experiments made at lower
temperatures and for shorter periods of time, e.g., Figure 7a), such approach should not be
used in static absorption/desorption experiments. Contrary to that, the model presented
in this work is able to properly simulate the pressure decrease in a metallic chamber both
before and after pseudo-steady-state conditions have been reached.

Experimental and simulated pressure decrease curves present the same qualitative
behavior in Figure 7a—c. In particular, good agreement can be seen in Figure 7a, where
pressure fluctuations attributed to temperature variation in the laboratory environment
during the period of a day were also reproduced by the model. The only modest discrep-
ancy, visible in Figure 7c, is the sharper pressure decrease in the first phase of the simulated
curve, in comparison to the experimental one. This is explained by the injection process in
the experiments (not shown in Figure 7 due to scale), which is considered instantaneous in
the simulations. Due to the real finite injection rate, the process lasts for a non-null period
of time (Atinject # 0). During this time, the quantity of gas in the chamber increases due to
the injection, but also decreases due to diffusion already taking place through the metallic
walls. As it can be seen in Figure 8, the net effect is an underestimated initial pressure
used as input for the simulations (pinit), which would lead to simulated pressure decrease
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curves lower than experimental ones. However, as the curve-match procedure aims at
determining the set of dissolution parameters that minimizes the overall least-squares devi-
ation between experimental and simulated curves, it tends to raise the simulated pressure
curve by decreasing Do, and S, and increasing E; and E;, to compensate. This effect was
taken into account and mitigated by performing longer experiments, to reduce the overall
weight of the first phase of the pressure decrease curves in the deviation calculation, and
thus on the dissolution parameters estimates. In other words, this discrepancy did not
meaningfully affect the results.
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Figure 7. Cont.
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Figure 7. Comparison between the experimental and simulated curves for the pressure decrease

in the VST UC during the deuterium experiments, for three different temperatures. Propagated
uncertainty for experimental data is displayed with two extra curves (in gray) to increase visibility.
Simulated curves use dissolution parameters determined by the curve-matching strategy (vide
Table 2). Increased data fluctuation seen in (a) results from: the graph scale (due to a smaller
total pressure variation during the experiment), and a larger set of collected experimental points.
(a) Experiment and simulation for heater set at 100 °C. (b) Experiment and simulation for heater set
at 350 °C. (c) Experiment and simulation for heater set at 400 °C.

Po@®
n
o \
3 \
] Mo
' N Pinit
o
\
A
S~ Experimenty
Simulation
Atinject Time

Figure 8. Visualization of the difference between first pressure points in simulated curve (pinit)
and experimental curve (pp), and the resulting effect that simulated pressure decrease curves are
necessarily lower than experimental ones. The value py is equivalent to the pressure associated with
all the gas injected in the UC if no dissolution happened, and cannot be directly measured. The
value pjnit is chosen as the first pressure measurement after injection, that does not coincide with pg
due to the finite injection rate. An infinite injection rate would lead to Atjpject = 0 and allow one to
measure py.

Table 2 displays the estimated parameters and Figure 9 shows the diffusivities and
Sieverts constants calculated with them in function of temperature. The figure also dis-
plays curves derived from literature, in a similar fashion as the ones presented for Pb-Li
(vide Section 2). As it can be seen, the results of this work are in good agreement with
literature, which shows that the methodology developed here is considered suitable for the
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determination of dissolution parameters (and thus, diffusivity and Sieverts constant) of
deuterium dissolution in 316L steel.

As seen in Figure 9a, the diffusivity obtained in this work is somewhat higher in
comparison to other values reported in literature. This was attributed to an ultimate
underestimation by the simulation of the total gas loss experienced by the metal chamber;
and a subsequent attempt of the curve-match procedure to adjust for that by assuming
a larger diffusivity for deuterium in steel. A study was performed to assess whether the
geometric simplification of the UC was responsible. Assuming that the steel thickness of
the fittings are the same as the chamber parts to which they are attached, the total inner
surface of each part and the total inner volume of the chamber were altered to include the
dimensions of the fittings in the simulations. However, the net effect of this adjustment
was a change in the total pressure loss of only ~0.5%, which corresponds to ~0.03% in
terms of absolute pressure variation. This is explained by the competing effects that inner
surfaces and chamber volume have on the model:

* alarger volume decreases the pressure calculated at each time step, which reduces the
Coupled BCs experienced by the inner surfaces, thus reducing the surface density of
escaping molecular flows; but,

* larger inner surfaces increase the total escaping molecular flows.

This implies a limited impact of neglecting the fittings in the UC model: the additional
pressure loss can be singly attributed to the fact that fittings have thinner steel thicknesses
than the chamber parts, which leads to steeper concentration gradients and increased
diffusion flows (vide Figure 6). That is to say, the dissolution parameters estimated by the
curve-match procedure could moderately gain accuracy by adding (a) diffusion channel(s)
to the UC model that represent(s) the fittings.

As also seen in Figure 9a, the estimated dissolution parameters for the diffusivity
(Do and Ej) lead to a consistent behavior across the temperature range of all experiments
(100400 °C). In Figure 9b, however, the estimated dissolution parameters for the Sieverts’
constant (Se and E;) in the experiment performed at 100 °C present a slight disagreement
with the ones performed at 350 °C and 400 °C. This can be explained by the smaller pressure
decrease induced by lower temperatures: ~3 mbar loss over 70 h of experiment at 100 °C,
as opposed to ~30 mbar loss in the experiment of similar duration at 350 °C. This limited
pressure loss affects the accuracy of measurements, which impacts the precision of the
curve-match procedure, as multiple sets of dissolution parameters can retrieve curves
inside the uncertainty range. This implies a higher fidelity in the dissolution parameters for
the Sieverts’ constant (particularly Se) estimated from experiments at 350 °C and 400 °C.

Taking the comparison between experiments and simulations into account, it was
concluded that the model is able to reproduce the dissolution of deuterium in steel during
both curve phases, when using the dissolution parameters estimated by the curve-match
procedure. Given the comparison of the diffusivity and Sieverts” constant obtained with
these parameters to literature results, the methodology was considered validated.

Table 2. Dissolution parameter estimates from applying the curve-matching procedure to the
experiments presented in this work.

316L Doo E; Seo E
(Dy) (m*/s) (KJ/K-mol) (mol/m? - 1/,/Pa) (KJ/K-mol)

100°C 7.17 x 1077 42 50 1.50 x 100 12.87

350°C 818 x 1077 42.50 5.50 x 101 17.50

400°C 5.14 x 1077 42.50 420 x 1071 15.95
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Figure 9. Comparison between literature functions of D%m“ and 3%126L (coloured), and those deter-
mined by the curve-matching strategy (in black, vide Table 2). As each experiment provided a set
of dissolution parameters, the general behaviour of the Arrhenius Law around the temperature set
for the experiment (asterisk markers) is displayed by curve extensions (dotted lines). (a) Comparison
between literature functions of diffusivity for deuterium in 316L steel [12,14,44,45], and from set
of dissolution parameters (D and E;) derived in this work. (b) Comparison between literature
functions of Sieverts’ constant for deuterium in 316L steel [12,14,44], and from set of dissolution
parameters (Se and E;) derived in this work.

5. Simulation of Future VST Experiments with Pb-Li Using Literature-Averaged
Dissolution Parameters

The validated model presented in this work was then used to simulate an experiment
similar to the one presented in Section 4, but this time including liquid Pb-Li in the
UC. As an initial study to help plan for future experiments with the VST setup using
Pb-Li, literature-averaged parameters for deuterium dissolution in both 316L steel (vide
Table 1) and Pb-Li (vide below) were applied to these simulations, to evaluate the following
averages: time required to reach dissolution equilibrium and expected pressure decrease in
the chamber.
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5.1. Simulating the VST Upper Chamber + Pb-Li System with Literature-Averaged Dissolution
Parameters for Pb-Li

Because of the large current scattering in measurements of dissolution parameters
for hydrogen isotopes in Pb-Li, simulations were run using literature-averaged values.
Table 3 shows the literature extremes and averages of dissolution parameters for deuterium
in Pb-Li, derived using the logarithmic regression method (vide Section 2 and Figure 2).
Averages were obtained the same way as previously described. Some infinite-temperature
diffusivity coefficients for deuterium were extrapolated from literature reports of hydrogen
isotopes experiments, using Equation (6). In these cases, the activation energy was assumed
to be the same for all isotopes. No extrapolation was performed for Sieverts’ constants;
only deuterium data directly found in literature was used.

Table 3. Average and extreme values of dissolution parameters for deuterium in Pb-Li [11,18,20,22-35].

Pb-Li Do E; Seo E;
(Dy) (m?/s) (kJ/K-mol) (mol/m3 - 1//Pa) (kJ/K-mol)
max 1.72 x 1074 [18] 41.83 [19] 5.40 x 100 [23] 54.44 [23]
avg 2.49 x 1077 (all) 24.05 (all) 4.71 x 1072 (all) 16.65 (all)
min 3.21 x 1077 [10] 6.63 [10] 1.24 x 1073 [22] —0.93 [30]

When applying literature-averaged dissolution parameters:

e the calculated curve for the diffusivity of deuterium in Pb-Li is roughly three orders of
magnitude higher than in steel;

¢ the calculated curve for the Sieverts’ constant of deuterium in steel is roughly one order
of magnitude higher than in Pb-Li.

This implies that the gas diffuses more quickly through Pb-Li (as expected, since it is a
liquid medium, while steel is a solid), so its profiles evolve faster than in steel. On the other
hand, since the Sieverts’ concentration (vide Equation (3)) in Pb-Li is smaller than the one
in steel, the BC experienced by steel surfaces that are covered by Pb-Li is smaller than the
BC experienced by steel surfaces in contact with deuterium in gaseous form. This is true
whenever the gas availability outside of the metals is not a limiting factor (i.e., cx < c%
case, as opposed to case shown in Figure 4). Notice that this difference will be maintained
during the dynamic evolution of the system, until the Pb-Li layer is completely saturated
with deuterium (at which point steel will experience the same BC as steel surfaces in direct
contact with the gas).

Figure 10 shows the modelling approach applied to the UC, now containing Pb-Li. The
interface between Pb-Li and the BASE in channel /' can be treated using a Co-Dependent
BC, as introduced in Section 3.2. Because of the Sieverts’ constant scattering, its calculation
relied on Equation (7) to ensure the continuity of the chemical potential instead of the
concentration. During the system transient, the aforementioned difference between BCs
experienced by “wet” and “dry” steel surfaces implies that the flux through wet surfaces
will be lower than through dry surfaces. Additionally, since future experiments with Pb-Li
in the UC are designed with the height of liquid metal around 20.0 mm, the WALL surface
that is wet is only ~20% of the total. Thus, as a mass-transport-system simplification, radial
diffusion was neglected through WALL sections covered by Pb-Li.

Figure 11 shows the evolution of atomic concentrations in the Pb-Li and the BASE for a
simulation run at 450 °C and initial pressure of 780 mbar. Notice that the interface between
Pb-Li and steel is represented in different positions in each graph; the interface concen-
trations are displayed at the abscissa x = 18 mm in Figure 11a, and abscissa x = 0 mm in
Figure 11b. As previously explained, this interface concentration in Pb-Li is considerably
lower than in steel; however, the deuterium flux is nevertheless directed from the former
towards the latter because of the different chemical potential (represented by Sieverts’
concentrations) of deuterium in each medium.
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Figure 10. Schematic of the VST’s Upper Chamber as modelled using the quasi-2D modelling
approach for simulations that include Pb-Li. No radial diffusion is assumed for the WALL surface
covered by Pb-Li. The lower vertical diffusion channel is extended to double metallic barrier channel,
with a set of Co-Dependent BCs at the metal-metal interface (in orange).
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Figure 11. Simulation of concentration profiles evolution during 18 h in Pb-Li and BASE steel media,
using avg dissolution parameters (vide Tables 1 and 3). Initial gas pressure set at 780 mbar, heater
temperature set at 450 °C. (a) Concentration profile evolution in Pb-Li. Concentration maximum in
the order of 8 x 107! mol/m?3. Medium thickness of 18 mm. (b) Concentration profile evolution in
BASE. Concentration maximum in the order of 5mol/m3. Notice the difference in concentration
scale in comparison to Figure 6b.

The concentration at the Pb-Li side of the interface rises with time. Due to the different
diffusivities in each medium, deuterium arrives at the interface quicker than it transfers
into steel, even if steel presents a higher affinity for the deuterium atoms. This leads
to an accumulation in Pb-Li, which rises the interface concentration. This difference in
diffusivities can also be seen by how much the 18 h profile in Pb-Li (Figure 11a) is closer to
reaching its pseudo-steady-state than its counterpart in steel (Figure 11b).
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Still focusing on the 18 h profiles, it should also be noted that the leftmost concentration
in the BASE:

* is approximately 20 mol/m? in the simulation without Pb-Li (vide Figure 6b);
*  but is only approximately 5 mol/m? in the simulation with Pb-Li (vide (Figure 11b);

under the same temperature and pressure conditions. This difference is again explained by
the one order of magnitude difference between Sieverts’ constants assumed for steel and
Pb-Li. It leads to a temporarily bounded concentration in Pb-Li that limits the maximum
BC that steel can experience. This implies that Pb-Li acts as a permeation barrier to steel.
This also supports neglecting fluxes through the lower, wet sections of the WALL surfaces
while Pb-Li is not saturated, as it was assumed for the developed model.

The consequences of different evolution speeds in each medium can also be visualized
by spacial integration of the concentration profiles, which provides the total amount of
gas dissolved in each medium. The evolution of these values simulated for 288 h (12-days
experiment) can be seen in Figure 12a, given in molecular form—the gas is dissolved in
atomic form, but values in molecular form allow for easier comparison with injection
amounts to determine how much deuterium gas is lost from the chamber. Notice how in
this period Pb-Li reaches a relatively stable amount of dissolved gas, while the curves for
the LID and the BASE still present positive, non-negligible derivatives in time at the end of
the simulation. The same cannot be said about the WALL, that reaches medium saturation
much more quickly, ultimately attributed to its thinner dimension.
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Figure 12. Evolution of number of moles dissolved in, and fluxes through, each UC part for a
simulation of 288 h, using avg dissolution parameters (vide Tables 1 and 3). Values given in molecular
amounts, instead of atomic, for easier comparison with the amount of gas injected in the chamber.
Initial gas pressure set to 780 mbar and BASE temperature set to 450 °C. (a) Evolution of the equivalent
molecular number of moles of deuterium dissolved, in logarithmic scale. (b) Evolution of the
equivalent molecular fluxes of deuterium, in logarithmic scale. Fluxes into Pb-Li and into BASE tend
to the same value as the system tends to an equilibrium state.
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Figure 12a also shows that the amount of deuterium trapped in the BASE is signif-
icantly smaller than in the LID for the initial period of evolution. This is true in spite
of their temperature difference, that favors diffusion into the former (temperatures were
assumed similar to the ones in experiments without Pb-Li; e.g., LID at ~362 °C when the
BASE is at 450 °C). This is attributed to the permeation barrier effect brought by Pb-Li, that
considerably reduces the fluxes entering the BASE in the beginning of the process.

Such fluxes can be derived using Fick’s Law (vide Section 2). Figure 12b shows the
fluxes entering each metal by their innermost surface in respect to the center of the UC.
The curves displayed confirm that fluxes through the inner surface of the WALL reach
equilibrium conditions much faster than for other UC parts. However, although one can
verify that fluxes into the Pb-Li and BASE approach the same value (as expected) as the
complete system tends to equilibrium, these curves do not display negligible derivatives
in time after 288 h. This implies that the system is close to equilibrium but the Pb-Li is
not saturated, which is confirmed by Figure 13, shown in its respective profile of a longer
simulation run in Figure 13a. Additionally, Figure 13b also supports the permeation barrier
interpretation, since the BASE Co-Dependent BC after 288 h is still lower than the BASE
Coupled BC in the simulation without Pb-Li after only 18 h of evolution (vide Figure 6b).
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Figure 13. Simulation of concentration profiles evolution during 288 hours in Pb-Li and BASE steel
media, using avg dissolution parameters (vide Tables 1 and 3). Initial gas pressure set at 780 mbar,
heater temperature set at 450 °C. (a) Concentration profile evolution in Pb-Li. Coupled BC (left)
visibly decreases because the continued diffusion eventually reduces the amount of gas available
in the UC in meaningful quantities. (b) Concentration profile evolution in BASE. Concentration
maximum in the order of 13 mol/m?3. Notice how this value is lower than the maximum in Figure 6b,
even after a much longer period of system evolution.
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5.2. Sensitivity Analysis with Diffusivities and Sieverts’ Constants for Pb-Li Taken from Literature

The model of the UC with Pb-Li was then used to perform a sensitivity analysis. This
aimed at evaluating the impact of the diffusivity and Sieverts” constant of deuterium in
Pb-Li on:

e the time required by the system to reach dissolution equilibrium; and
¢ the minimum amount of gas to be absorbed by the liquid metal.

For that, dissolution parameters associated with the literature’s minimum and max-
imum ng'Li and 8]1;]23'1‘1 values (at the simulated BASE temperature) were compared to
those computed using literature-averaged parameters (minimum and maximum diffusivi-
ties and Sieverts’ constants were not computed directly using combinations of the extreme
values displayed in Table 3 because they result in coefficients that are not representative of
the ranges seen in Figure 2).

Using the same geometry from before (vide Figure 10), and for a simulation of the
BASE temperature set at 450 °C and an initial pressure of 780 mbar, the analysis was done
with dissolution parameters derived from:

e Edao-2011 [20] for highest and Shibuya-1987 [10] for lowest diffusivities;
e Aijello-2006 [29] for highest and Feuerstein-1991 [11] for lowest Sieverts’ constants.

It should be noted that the diffusivity from the reference Legarda-2010 [18] was
neglected due to its large disparity with other curves (vide Figure 2a).

Figure 14 displays the evolution of deuterium dissolved in Pb-Li for different sce-
narios. As expected, the final amount of deuterium dissolved increases significantly with
SPPLi and the speed of profile evolution is impacted by D1, However, due to the
application of the chemical potential continuity principle, the Co-Dependent BC in the
Pb-Li side of the interface depends on both the diffusivity and the Sieverts’ constant. Thus,
scenarios simulated with Edao-2011 and Shibuya-1987 diffusivities do not tend to the same
equilibrium conditions.
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Figure 14. Impact of DR and SEPM on the amount of deuterium dissolved in Pb-Li. As before,
initial gas pressure set to 780 mbar and BASE temperature set to 450 °C. Averages diffusivity and
Sieverts’ constant obtained using dissolution parameters introduced in Table 3; so curve in black is
the same as the one presented in Figure 12a. Others are calculated applying dissolution parameters
derived from literature [10,11,20,29]. Curves and respective legends displayed in the same descending

order; line colors in agreement with Figure 2.
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While coupled and Fixed BCs only explicitly depend on the Sieverts’ constant (as seen
in Figure 4), Equation (7) ensures that Co-Dependent BC will also be dependent on the
diffusivities. This implies that, for the computed pressure curves:

¢ time-related properties do not depend exclusively on the diffusivities; and,
* the relative difference between initial and final pressures does not depend exclusively
on the Sieverts’ constants.

That is, each curve characteristic is governed by more than one dissolution parameter,
in an effective parameter space, and different sets of parameters may lead to indistin-
guishable characteristics (such as the final pressure). This, and the fact that the typical
operation of the UC foresees a finite amount of injected gas, entail that some traditional
strategies, such as the time-lag method [14], cannot be used to directly measure dissolution
parameters. However, pressure curves simulated with the model bring new insight to
VST experiments and, with the strategy presented in Section 4, enable the setup to also
measure dissolution parameters, which was not initially planned with this facility. This
expands the capabilities of the original VST setup and, moreover, provides a robust method
to distinguish sets of dissolution parameters that might lead to similar results in traditional
strategies, by comparing the complete experimental and simulated curves.

Table 4 exhibits a quantitative summary of the gas dissolution amounts of the disso-
lution parameter combinations seen in Figure 14. The last column shows the amounts of
deuterium dissolved at the final time step, for simulations ran up to 72 h. Other columns
show the amounts of deuterium dissolved in Pb-Li at certain simulation times, but given as
fractions of the dissolved amounts at the final time step. In these simulations (for an initial
gas pressure of 780 mbar and BASE set temperature of 450 °C), the system is always close
to dissolution equilibrium (X/x; > 99%) after approximately 3 days. For the simulated
curves, the most penalizing case (slowest dissolution process to reach 90% of Xy) occurs
for a combination of Shibuya-1987 diffusivity and literature-averaged Sieverts’ constant.

Table 4. Evolution of gas amount dissolved in Pb-Li (X) at given simulation times (t), for simulations
using same parameter combinations as shown in Figure 14. Dissolved gas amounts in middle
columns are given in percentages, calculated in relation to gas amounts at final simulation time step
(Xf), for simulations up to t; = 72h.

Simulation D Simulation S X/x; (%) Xy (mol)
avg Aiello [29] 63.96 90.00 96.74 98.94 99.79 294 x 1073
Edao [20] avg 73.19 87.78 93.43 96.80 99.10 259 x 10~
avg avg 71.26 86.88 92.77 96.40 98.97 244 x10°*
Shibuya [10] avg 55.54 83.50 92.35 96.45 99.00 1.89 x 1074
avg Feuerstein [35] 95.71 99.64 99.82 99.92 99.98 3.84 x10°°

i (%) 10 30 50 17 90 100
Time t (h) 7.2 21.6 36 50.4 64.8 tf =72

Future experiments with Pb-Li foreseen in the VST setup are planned with an initial
procedural step of deuterium dissolution until equilibrium is reached. Simulations ran
with the presented model provide crucial indicators to ensure that VST experiments are
only started after the system is close to dissolution equilibrium. The versatility of the model
allows one to run it in different conditions to match with experiments, in case one wants to
vary the temperature or initial pressure during the dissolution phase.

6. Summary and Outlook

A novel modelling approach was proposed and developed to simulate gas dissolution
into and diffusion through metals. This was done with the objective of distinguishing
between deuterium gas dissolution into/through 316L steel and Pb-Li, since this type of
distinction was identified as an issue in static absorption/desorption experiments that
attempt to determine the Sieverts’ constant of hydrogen isotopes in Pb-Li. This model is
considered more accurate than a direct application of Richardson’s Permeation Law, since
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the latter can only be applied to steady-state conditions. In contrast, the developed model
is able to estimate the dynamics of gas dissolution through metallic barriers both before
and after steady-state conditions are reached.

The implemented model includes a “curve-matching” module. It enables one to
determine the dissolution parameters, i.e., the parameters of the Arrhenius functions,
for both the diffusivity and Sieverts’ constant (solubility) of a gas in a metal. For this, it
requires a pressure decrease recorded along time during an experiment using the desired
gas-metal pair. This module was used to determine dissolution parameters for deuterium
(D) in 316L steel using the Upper Chamber (UC) of the Vacuum Sieve Tray (VST) facility.
The curve-matching procedure provided these parameters (reported in Table 2), which
were coherent and within the ranges for these values reported in literature. Such results
validated the model and its approach, which establishes it as a new asset to address the
issue of scattered values for the dissolution parameters of hydrogen isotopes in metals (e.g.,
steel, Pb-Li).

The developed model is also able to take into account interfaces between two metals
with different properties. For example, it can be used to simulate a metallic chamber
containing a liquid metal. As such, the validated model was subsequently applied to
simulate the dissolution of deuterium in the UC containing Pb-Li, as a means of planning
for such experiments in the future. This showcases the model’s capability to support ab-
sorption/desorption experiments, by distinguishing pressure decreases due to dissolution
in Pb-Li from losses into/through steel, which are usually neglected.

Two improvements were identified to increase model precision. The first one would
consist of taking into account the time required to perform the gas injection in the UC. Since
the model assumes instantaneous injection, the gas that already dissolves into the metals
during the few seconds of injection is not accounted for. The second one would consist of
refining the geometrical simplification of the UC by simulating (an) additional channel(s)
to represent fittings. Since they exhibit thinner steel thickness, the small diffusion losses
through them could not be estimated by simply increasing each chamber part by a pro-
portional surface area and the total chamber volume by a respective proportional amount.
Since the curve-matching procedure warrants a least-squares deviation between simulated
and experimental curves, both improvements could address a small overestimation of
the diffusivity and Sieverts’ constant, that is expected as compensation for unaccounted
gas absorption.

Simulations of systems containing Pb-Li presented in this work show the substantial
effect that the values of diffusivity and Sieverts’ constant have over the amount of hydrogen
expected in this metal over time. As such, it can be seen how these coefficients can strongly
influence the feasibility of BB concepts based on this metal. The new approach introduced
here shows promising capabilities to tackle this issue, when coupled with future experi-
ments in the VST facility. One future study could expand the sensitivity analysis to assess
the required pressure sensors accuracy that enables for a more precise measurement of the
Sieverts’ constant of hydrogen isotopes in Pb-Li, when using static absorption/desorption
experiments in the VST. Another could apply the dissolution parameters for deuterium in
steel measured in this work to simulations of the UC including Pb-Li, which could then
be compared to experimental curves using the curve-matching procedure to measure the
dissolution parameters for deuterium in Pb-Li.
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Abbreviations & Notation

The following abbreviations and notation are used in this work:

EU-DEMO  European Demonstration Power Plant

FPP Fusion Power Plant

BB Breeding Blanket

NMM Neutron Multiplier Material

Pb-Li Liquid Lead-Lithium in eutectic proportions
R&D Research & Development

WCLL Water-Cooled Liquid-Lithium

VST Vacuum Sieve Tray (facility)

TLK Tritium Laboratory Karlsruhe

DQ(A Diffusivity of atom X in metal M

S)Aé Sieverts’ constant of gas X, in metal M
M Metal

Xa Diatomic gas

cx Concentration of atom X in a medium
ck Sieverts’ concentration (vide Figure 4)
Q Isotopologue of hydrogen molecule
D, Deuterium molecule

BC Boundary Condition

ucC Upper Chamber (of the VST setup)
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