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Abstract: Selective agrochemical spraying is a highly intricate task in precision agriculture. It requires
spraying equipment to distinguish between crop (plants) and weeds and perform spray operations in
real-time accordingly. The study presented in this paper entails the development of two convolutional
neural networks (CNNs)-based vision frameworks, i.e., Faster R-CNN and YOLOV5, for the detection
and classification of tobacco crops/weeds in real time. An essential requirement for CNN is to pre-
train it well on a large dataset to distinguish crops from weeds, lately the same trained network can be
utilized in real fields. We present an open access image dataset (TobSet) of tobacco plants and weeds
acquired from local fields at different growth stages and varying lighting conditions. The TobSet
comprises 7000 images of tobacco plants and 1000 images of weeds and bare soil, taken manually
with digital cameras periodically over two months. Both vision frameworks are trained and then
tested using this dataset. The Faster R-CNN-based vision framework manifested supremacy over the
YOLOv5-based vision framework in terms of accuracy and robustness, whereas the YOLOv5-based
vision framework demonstrated faster inference. Experimental evaluation of the system is performed
in tobacco fields via a four-wheeled mobile robot sprayer controlled using a computer equipped
with NVIDIA GTX 1650 GPU. The results demonstrate that Faster R-CNN and YOLOv5-based vision
systems can analyze plants at 10 and 16 frames per second (fps) with a classification accuracy of
98% and 94%, respectively. Moreover, the precise smart application of pesticides with the proposed
system offered a 52% reduction in pesticide usage by spotting the targets only, i.e., tobacco plants.

Keywords: precision agriculture; selective spraying; vision-based crop and weed detection; convolu-
tional neural networks; Faster R-CNN; YOLOv5

1. Introduction

Tobacco is grown in more than 120 countries around the world, covering millions of
hectares of land. In Pakistan, it is regarded as an important crop as it generates substan-
tial revenue. According to an estimate, in rural areas of the country, 80k-90k tonnes of
Flue-Cured Virginia (Nicotiana Tabacum) is produced annually [1]. In addition to being a
profitable crop, it is important to highlight that tobacco’s leaf is highly susceptible to pests
and pathogens, and the crops demand meticulous effort and care in order to protect them
from seasonal insects, as shown in Figure 1. Local farmers rely upon the use of conven-
tional agrochemical spray methods for combating these pests and pathogens. Pesticides
are applied to tobacco plants usually five to six times in one season (over three months),
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which makes it a highly pesticide-dependent crop. Two methods are commonly used for
pesticide spraying: manual knapsack spraying in which human labor carries the equipment
and performs spray on every plant and broadcast spraying via a tractor-mounted sprayer
in which the entire field is sprayed indiscriminately. Both methods are imprecise and,
therefore, cause serious damage to farmers’ health (due to first-hand /direct exposure) and
to the environment (due to overdosing) [2-6]. Despite its hazards, agrochemical spraying is
still common in practice as it is a viable and economical means to protect tobacco crop from
pests and pathogens [7]. The solution, therefore, lies not in eliminating the use of agro-
chemicals but instead in optimizing their application by embracing advanced techniques
and methodologies.

Figure 1. Weeds and tobacco leaf infestation due to pests.

Artificial Intelligence is rapidly bringing a substantial paradigm shift in the agriculture
sector. Endowing agricultural spraying systems the cognitive ability of understanding,
learning, and responding to different crop conditions greatly improves spraying operations.
Precision spraying methods combine techniques from emerging disciplines such as artificial
intelligence, robotics, and computer vision, which provides a spraying system the ability to
identify plants (crop) and weeds and apply precise doses only on the desired targets [8-13].

Over the last decade, numerous promising attempts have been made by researchers
for the development of intelligent spraying systems for different crops [14-23]. Surprisingly,
not much work is found in the literature on vision-based site-specific spraying systems for
crops. The vision-based system tends to deal with numerous variations, such as varying
leaf sizes at different growth stages, varying light intensities, different soil textures, varying
leaf colors due to different water levels, high weed densities, and crop plant occlusion by
weeds, etc.

Existing methods for vision-based plant/weed detection and precision spraying are
mostly based on traditional machine learning-based techniques [24-32]. Although high
accuracies have been achieved with these techniques, the hand-crafted features formulation
and generation of a decision function over the extracted features make them less robust.
Therefore, they are certainly not a preferred choice for tobacco plant and weed detection
(keeping in view the factors of variations and complexities involved in tobacco fields) due
to poor generalization capabilities. Over the past few years, deep learning-based computer
vision algorithms have demonstrated their ability to perform well on complex problems
from training examples [33—41]. CNNs are the main architecture of these computer vision
algorithms. Deep learning algorithms learn the features and decision functions in an
end-to-end fashion. Lopez-Martin et al. [42] proposed a classifier known as gaNet-C for
type-of-traffic forecast problem. An additive network model, gaNet, has the capability to
forecast k-steps beforehand by utilizing time-series of last computed values for each node.
The proposed model demonstrates good performance on two detection forecast problems.

The advantages that deep learning algorithms offer, such as feature learning capabili-
ties, high accuracy, and better performance in intricate problems, make them best suited for
complex tasks such as detecting tobacco plants under several variations in outdoor fields.
Several studies have been reported with respect to deep learning-based plant and weed
detection [43—-49]. The latest research on plant and weed detection mainly utilizes computer
vision [50-56]. For instance, Costa et al. [57] used deep learning for finding defects in
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tomatoes by applying Deep ResNet classifiers. According to their finding, ResNet50 with
fine-tuned layers was reported as the best model that achieved an average precision of
94.6% and a recall of 86.6%. Moreover, it was observed that fine-tuning outperformed
feature extraction process. Santos Ferreira et al. [58] detected weeds in soybean crops using
ConVNets and SVM classifiers. ConVNets was able to achieve higher accuracy of more
than 97% in weed detection. Yu et al. [59] used deep learning algorithms for detecting
multiple weed species in Bermuda grass. The study reported that VGGNet performed
well with an F1-score of over 0.95 than compared to GoogleNet. Moreover, F1-scores of
over 0.99 were reported for detecting weeds via DetectNet. The authors, based on attained
results, concluded the effectiveness of deep convolutional neural networks in the weed
detection problem. In another study, Sharpe et al. [60] evaluated three CNNs—DetectNet,
VGGNet, and GoogLeNet—for the detection of weeds in strawberry fields. It was observed
that the image classification DetectNet model produced the best results for image-based
remote sensing of weeds. Le et al. [61] used Faster R-CNN for the detection of weeds in
Barley crops using several feature extractors. In the study, mean Average Precision (mAP)
with Inception-ResNet-V2 was found better than the mAP for other networks. Moreover,
an inference time of 0.38 s per image was also reported. Quan et al. in [62] presented
an improved version of the Faster R-CNN vision system for the identification of maize
seedlings in tough field environments. The images were taken with a camera at an angle
ranging from 0 to 90 degrees. The results reported detection accuracy of 97.71%. In the
study performed by [63], the authors reported Fl-scores of 88%, 94%, and 94% for SVM,
YOLOV3, and Mask R-CNN for detecting weeds in lettuce crops, respectively. The work
reported by Wu et al. [64] used YOLOv4-based vision system for detecting apple flowers.
The model based on CSPDarkNet-53 framework was simplified with a channel pruning
algorithm for detecting the target object in real time. They reported achieving a mAP of
97.31% at a detection speed of 72.33 fps.

Despite the impressive accomplishments in deep learning-based object detection, the
performance of these algorithms has yet to be evaluated in the realm of tobacco plants and
weeds detection; for instance, the use of region-based methods such as Faster R-CNN or
one stage detectors such as YOLOv5. Moreover, published reports also lack experimental
validation in actual field environments. The aim of this study includes the replacement
of conventional broadcast spraying methods in tobacco fields with a site-specific (drop-
on-demand) spraying system. The proposed method detects and classifies tobacco plants
and weed automatically, determines their position, i.e., their location in the crop rows, and
finally performs agrochemical spray on the detected targets.

This paper focuses on automatic vision-based tobacco plant detection that is consid-
ered a vital part of the precision spraying system. The basic frameworks of two off-the-shelf
deep-learning algorithms—Faster R-CNN and YOLOv5—are employed for detection and
classification models. The robustness and ability of the models are enhanced by fine-tuning
detection of tobacco plants in challenging field conditions. Both detection models are tested
on a vision-guided mobile robot platform in real tobacco fields. A comparative study is
also carried out between both frameworks in terms of robustness, accuracy, and infer-
ence/computational speed. The Faster R-CNN-based vision-based model demonstrated
higher accuracy but lower real-time detection speed, whereas the YOLOv5-based model
produced slightly lower accuracy but higher real-time detection speed. Therefore, YOLOv5-
based vision model, based on its performance, is considered best suited for real-time
tobacco plant and weed detection. The main contributions of this study are summarized as
follows:

1.  Development and deployment of a vision-based robotic spraying system for replace-
ment of the conventional broadcast spraying methods with a site-specific selective
spraying technique that can detect tobacco plants and weed and classify them in a
real time;

2. Building a tobacco image dataset (TobSet) that comprises labeled images of tobacco
crop and weed. The dataset is collected under challenging real in-field conditions to
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train and evaluate the latest state-of-the-art deep learning algorithms. TobSet is an
open-source dataset and is publicly available at https://github.com/mshahabalam/
TobSet (accessed on 11 October 2021).

The rest of the paper is organized as follows: Section 2 covers the description about the
image dataset and Section 3 briefly explains the materials and methods employed in this
study. The workings of Faster R-CNN and YOLOVS5 algorithms are discussed in Section 4.
The hardware setup for the implementation is explained in Section 5. Evaluation of the
proposed approaches is carried out in Section 6 along with discussion and comparative
analysis, and a brief concluding remarks are provided in Section 7.

2. Data Description

Due to the unavailability of any image dataset of tobacco plants, we developed an
extensive image dataset, TobSet, from the actual fields in Swabi, Khyber Pakhtunkhwa,
Pakistan (34°09’07.3"” N 72°21'36.2" E). The main objective of building this dataset is to
provide real-field data for training and evaluating the performance of state-of-the-art
algorithms for tobacco crop and weed detection. TobSet comprises (a) 7000 images of
tobacco plants and (b) 1000 images of bare soil and weeds (that grow up in tobacco fields),
with a resolution of 640 x 480. The images are captured using a 13-megapixels color
digital camera possessing a CMOS-image sensor (IMX258 Exmor RS by Sony, Japan) , 28
mm focal length, 65.4° horizontal FOV, and 51.4° vertical FOV. A comprehensive dataset
was built over a period of 2 months, i.e., starting from the first week of tobacco seedling
transplantation from seedbeds to the time when plants gain an approximate height of 1.25
m. All images in the dataset were captured manually by human scouts in the months
of June and July 2020. No artificial shading and sources of lightning were used while
collecting the images. During image acquisition, the camera’s height was adjusted between
1 and 1.5 m. In order to maintain diversity in the dataset, all images in TobSet are captured
under several factors of variations: different growth stages, different day timings, varying
lighting and weather conditions (i.e., on normal, bright sunny, and cloudy days), and visual
occlusions of crop leaves by weeds, etc. The existing literature on vision-based detection of
crops and weeds lacks experimental validation on hard real-world datasets such as TobSet.
Some sample images from the publicly available TobSet are presented in Figure 2. After
data acquisition, the main step involved in crop/weed detection is the annotation of images
for ground truth data. All images in the TobSet are manually labeled with the Labellmg
tool.

Figure 2. Illustration of factors of variation in the actual tobacco fields.
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TobSet is publicly available and offers multi-faceted utilities:

1. It comprises labelled images of tobacco plants and weeds that can be utilized by
computer scientists for performance evaluation of their developed computer vision
algorithms;

2. Scientists working on agricultural robotics can use it to train their robots for variable
rate-spray applications, plant or weed detection, and detection of plant diseases;

3. It can also be used by agriculturists and researchers for studying various aspects of
tobacco plant growth, weed management, yield enhancement, leaf diseases, and pest
prevention, etc.

3. Materials and Methods

For targeted agrochemical spray, the application equipment must have the following
capabilities: (a) discriminating the crop plants from weeds, (b) determining the robot’s
location in the field, and (c) applying agrochemicals on the targeted plants, i.e., crop or
weeds. Considering these aspects, our developed agrochemical spraying robot has three
main systems: a vision-based crop or weed identification system, a robot navigation system,
and an actuation system for spraying on targeted plants. This paper is focused only on
the predominant sensing modalities of developed spraying robot that enables it to identify
crop plants and weeds, i.e., a vision-based detection framework.

Due to the nature of the application, i.e., harsh or challenging tobacco field conditions,
the vision system essentially must be robust in order to process data and generate accurate
results in real-time. Due to excellent performance, deep-learning algorithms are currently
state-of-the-art for computer vision applications. This is attributed to the availability of
large-sized labeled data, and deeply layered architectures. However, due to increasing
depth, the algorithms are computationally very expensive, especially for resource-limited
portable machines. The study presented herein aims to develop a deep-learning-based
vision framework with low inference cost, thereby it can be used in real-time detection and
classification of tobacco crops and weeds. In order to achieve this, two state-of-the-art CNN
algorithms, i.e., Faster R-CNN and YOLOVS5, are utilized for implementation.

Pesticide application on the tobacco plants begins immediately after the first week
when the seedlings are transplanted from the seedbed into the fields and continues peri-
odically until their maturity. As shown in Figure 3, inter-row spacings of approximately 1
m and intra-row spacings of approximately 0.75 m were kept between any two consecu-
tive plants. Therefore, indiscriminate broadcast application of pesticides on the complete
tobacco field, particularly at earlier growth stages when the plants’ canopy sizes are very
small, results in off-the-target pesticide spray on bare soil spots. This unnecessary pesticide
application on bare soil or weed patches engenders polluting the environment and leaching
of toxic pesticides into the ground.

Figure 3. Inter-row and intra-row plant spacing in tobacco fields.

Moreover, all crop plants across a tobacco field do not necessarily grow homogeneously
due to variation in seedling health, size of the plant at the time of transplantation, and water
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and nutrients variability across the field. Due to these reasons, intra-row and inter-row
spacing varies across the entire field according to plant leaf sizes. Our system proposes
dividing the camera’s field of view into grids. In each grid, the deep-learning-based
detector detects plants and assigns a cell to each plant based on its coverage such that it
apprehends plant canopies. Since our spray application module comprises flat fan nozzles,
the lateral length of the grid is set according to the swath size of each corresponding nozzle.
Furthermore, the vertical size of the cell is adjusted based on the detected plant’s canopy,
as shown in Figure 4, by the green boxes.

RGB Cameras  «—— D No-SprayZone D Spray Zone D Desired Target Cell

4 [ j e

%

SprayingNozzles

Bare Soil
Bare Soil

Bare Soil
Bare Soil

4

e Direction of Travel

¥

Two separate vision systems are employed on the robot. One vision system is for the
detection and localization of the tobacco crops and weeds, whereas the other vision system
helps with crop row structure detection for guiding the robot along the crop rows. As
stated earlier, this paper focuses only on the vision system for crop and weed detection.
The tobacco crop or weed detection and spraying processes are performed in the following
sequence: (a) acquiring an image with the camera via image grabber; (b) sending the
acquired image to the NVIDIA GPU for processing; (c) detection of crop plants and weeds;
(d) determining the location of the plant and size of its attributed grid cell based on the
plant’s coverage; (e) sending the required control signal for spray via USB port to the
embedded controller; and (f) actuation of the corresponding nozzles upon reaching the
target plant.

v v
Bare Soil

Figure 4. Desired pinpointed spray zones.

4. CNN-Based Detection and Classification Frameworks

The primary objective of this research is to enable an agriculture sprayer robot to
identify tobacco plants and weeds in real time using an onboard vision system. Two
different deep-learning algorithms are utilized in the detection of tobacco plants and weeds,
i.e., Faster R-CNN and YOLOV5. Despite some differences in the overall frameworks of
Faster R-CNN and YOLO, both rely upon CNNss as their core working tool. Faster R-CNN
processes the entire image using CNN and then divides it for several region proposals in
two steps, whereas YOLO splits the image into grid cells and processes it through CNN in
one step.

4.1. Faster R-CNN

Faster R-CNN, proposed by Ren et al. [65], is a combination of Fast R-CNN and
region proposal network (RPN). The aim behind the introduction of Faster R-CNN was
to make the detection process less time consuming and more accurate. Primarily, its
structure comprises feature extraction, region proposals, and bounding box regression.
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The submodules involved in the algorithm for our tobacco crop and weed detection are
explained in the following subsections.

4.1.1. Convolutional Layers

Being a CNN-based detection approach, we use the basic convolutional, relu, and
pooling layers for extracting feature maps from tobacco and weeds images. Rather than
using the models of Simonyan and Zisserman [66] or Zeiler and Fergus [67], we customized
the architecture of the model. The in-depth structure of our model comprised eleven Conv
layers, eleven relu layers, and five pooling layers. In each Conv layer, the kernel size is set
to 3 and padding and stride are set to 1, whereas in the pooling layers, the kernel size is set
to 2, padding is set to 0, and stride is set to 2. The detection and classification pipeline of
the Faster R-CNN-based detection model is shown in Figure 5.

All the convolutions are expanded in the Conv layers using padding size of 1 to
transform the original input image size to (M +2) x (N +2), and then a kernel of size
(3 x 3) is applied to obtain an output image of (M x N), i.e., (640 x 480). This helped
the input and output matrix sizes to remain unchanged in the Conv layers. Moreover,
the pooling layer, kernel, and the stride sizes are set to 2 in the Conv layers. Thus, every
(640 x 480) matrix that goes past the pooling layer is converted to (640/2) x (480/2). In
all of the Conv layers, the input and output sizes of the Conv and relu layers are kept the
same. However, the pooling layer forces the output length and width to be 1/2 of the input.
Next, a matrix with a size of (640 x 480) is switched to (640/16) x (480/16) by the Conv
layers; hence, the feature map produced by Conv layers can be associated with the original
image. The feature maps are fed to the subsequent RPN and fully connected layers.

MxN Custom Configuration

i | P PP

Convolutional ~ Pooling Relu Fully
i Layer Layer Layer Connected
11 Conv, 11 Relu, 5 Pooling Layer

Region Proposal Network

Proposals ¥
Feature
Map

Bounding ‘
Box

—> v
/ | Regressor ‘ |
| | |
A1 ‘ ‘ Softmax ‘ |
—
/

| ROl
Pooling

Network for Classification

e

Classifier | Final Detection

Figure 5. Faster R-CNN-based tobacco crop detection framework.

4.1.2. Region Proposal Networks

The RPN network being small is slid over the feature map for generating regional
proposals. RPN classifies the corresponding regions and regresses bounding box locations,
simultaneously. To find out that whether the anchors belonged to the foreground or
background, we used softmax in this layer. Furthermore, the anchors are adjusted with
the bounding box regression in order to obtain precise proposals. The classic approach
generates a very time-consuming detection framework. Therefore, instead of the traditional
sliding window and selective search approaches, the RPN method is used directly for
generating detection frames. This served as a plus point of the Faster R-CNN method
as compared to classical detection methods in improving the detection frame generation
speed to some extent [65].
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4.1.3. ROI Pooling

In the ROI pooling layer, the region proposals are collected and split into smaller
windows. Next, feature maps are extracted from these regions, which are further sent to the
subsequent fullyconnected layer for determining the target class in this layer. Moreover,
our ROI pooling layer comprises two inputs:

1. Original feature maps;
2. RPN output proposal boxes of different sizes.

In traditional CNNSs such as AlexNet, VGG, etc., the size of the input image essentially
should be constant, and the output of the network should also be a fixed-size vector or
matrix when the network is trained. Therefore, a remedy is proposed for variable input
image sizes: (a) parts of images are cropped, and (b) the images are warped to the desired
size. Despite adopting these approaches, either the structure of the entire image is altered
after the images are cropped or the shape information of the original image is altered when
the images are warped. Similarly to the proposal’s generation approach of RPN'’s bounding
box regression on foreground anchors, the image properties achieved in this manner has
dissimilar shapes and sizes. To cater with this complexity, ROI pooling is utilized. Since it
corresponds to the (640 x 480) scale, the spatial scale parameter is first used for mapping it
back to (640/16) x (480/16)-sized feature maps. Next, horizontal (pooledy,) and vertical
(pooledy,) division of each property is performed. Finally, maxpooling is applied to each
property. This approach ensured an output of the same size and fixed length.

4.1.4. Classification

Pseudo feature maps are used to compute the proposal’s class and, simultaneously, the
final position of the detection frame is acquired by the bounding boxes. Since the network
deals with P x Q input size images, they are first scaled down to a constant size of (M x N),
i.e., (640 x 480), and passed onto the network. The convolution layers contains 11 Conv
layers, 11 relu layers, and 5 pooling layers. The RPN network employs 3 x 3 convolution
and then generates foreground or background anchors and the associated bounding box
regression offsets. Then, proposals are calculated and ROI pooling is performed, which
computes the feature maps and sends them to the subsequent fully connected softmax
network for classification. The classification section uses the acquired property feature
maps for calculating the specific category (i.e., tobacco plants and weeds) that each property
belongs to via the fullyconnected layer and softmax.

Finally the probability for the class is computed, and bounding box regression is once
more used for obtaining the position offset for each proposal. The classification section of
the proposed network is highlighted by the shaded region of Figure 5. After obtaining the
7 x 7 = 49 sized features, feature maps from ROI pooling, and then sending them to the
succeeding network, the following two steps were performed:

1.  Classification of proposals by fullyconnected layer and softmax;
2. Bounding box regression on the proposals for acquiring more accurate rectangu-
lar boxes.

4.2. You Only Look Once (YOLO)

YOLO is a fast one-stage object detection model that was developed by Redmon et al. [68]
in 2015. YOLO as compared to Faster R-CNN is less error-prone to background errors in
images as it observes the larger context. The main trait that dignifies YOLO from other
similar networks is its capability to detect objects (with bounding boxes) and calculate
class probabilities in a single step, i.e., detection and class predictions are performed
simultaneously after a single evaluation of the input image. Training is performed on
complete images, and the performance of the detection is optimized directly. YOLO, unlike
the region proposal and sliding window-based methods, processes the complete image
during training and testing phases, which enables it to translate class-specific information
and its outlook implicitly.
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There are three main elements involved in the YOLO network: (a) backbone, (b) neck,
and (c) head. The backbone comprises CNNs that serve the purpose of aggregations and
image feature formation from several image granularities. The neck is composed of a
series of layers used for mixing and combining the extracted features and subsequently
transmitting them to the prediction layer. Finally, the head is used for the features prediction,
bounding boxing creation, and class prediction.

The algorithm works by first splitting the input image into a grid of S x S and then
predicting B bounding boxes for each grid cell, as shown in Figure 6. Every bounding
box in the grid cell is assigned a confidence score to denote the probability of an object’s
existence inside the defined box.

Class Probability Map

suppression

Bounding Boxes + Confidence

Figure 6. YOLO detection pipeline.

Grid cells are accountable for detecting objects if their centers fall inside a grid cell.
If the center of the bounding box (of the same object) is predicted to fall in multiple grid
cells, a non-max suppression eliminates redundant bounding boxes and retains the one
possessing the highest probability. Each bounding box has four associated predictions that
include the (x,y) coordinates of the center of the box, width w, height /, and confidence C.
Confidence C can be formulated as follows:

C = Pr(Class;) * Iou;j;;;h 1)
where IOU is the intersection over union, i.e., the overlapped area between predicted and
ground truth bounding boxes. The IOU value of 1 represents a perfect prediction of the
bounding box relative to ground truth.

Bounding boxes and conditional class probabilities for each grid cell are computed at
the same time. Conditional class probabilities and bounding box confidence predictions
during the test phase are multiplied to obtain confidence scores of a particular class of each
box as follows.

Pr(Class;|Object) * Pr(Object) » IOU !l = Pr(Class;) * IOU il )

Network Architecture

The baseline architecture of YOLOVS is very similar to YOLOv4, primarily comprising
a Backbone, Neck, and Head. The backbone of YOLOV5 can be ResNet-50, VGG16, ResNeXt-
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101, EfficientNet-B3, or CSPDarkNet-53. We used the CSPDarkNet-53 neural network
as our model’s backbone, which encompasses cross-stage partial connections, and it is
considered as the most optimal model [57]. CSPDarknet-53 has 53 convolutional layers,
and it originates from DenseNet architecture. DenseNet network uses the preceding input,
and, prior to stepping into dense layers, it concatenates the previous input with the current
one [69]. The robustness of our YOLOv5-based vision framework greatly improved with
the CSP application approach, i.e., by applying the CSP1_x to the backbone and CSP2_x
to the neck. First, data were fed as input to CSPDarkNet-53 for extracting features. For
improving feature extraction from different growth stages of tobacco plants, an additional
layer was inserted into the model’s backbone, which helped to improve the mAP. Next,
the extracted features were fed to PANet (Path Aggregation Network) for fusing features.
Finally, output results, i.e., class, score, etc., of detection were provided by the YOLO layer.
Our model’s head part used an anchor-free one-stage object detector YOLO. The modified
YOLOVS5 architecture used in this study is illustrated in Figure 7.

Backbone Neck Head
—
Input } | PANet | convixa )——»‘ Output ‘
— YOLO Layer
CSPDarknet53  Custom Layer

Figure 7. Modified YOLOV5 detection pipeline.

5. Experimental Evaluation

This section deals with the experimental setup that we used for conducting in-field
experiments, the dataset used for training both deep learning-based vision models, and the
infield real-time results obtained with our vision models.

Hardware Setup

The proposed frameworks are implemented in the tobacco fields with a four-wheeled
mobile robot platform. The robot has a track width and wheelbase of 1 and 1.3 m, re-
spectively. In order to protect tobacco plants from the robot, the ground clearance of the
platform was carefully chosen as 0.9 m. Moreover, the height of the robot’s platform can be
adjusted anywhere between 0.9 and 0.4 m depending on different crops.

In order to keep robot design and control simple, a differential drive scheme was
chosen with two driving wheels (front) and two passive wheels (rear). The robot is equipped
with two DC motors connected to motor controllers for steering and driving the robot
along the straight crop rows. Two separate RGB cameras are mounted on the robot: One
is used for the crop row detection (for navigation), and the other is used for crop/weed
detection (for spraying). The camera for row structure detection is mounted at the front
with its face towards the ground and a horizon at an angle of 35° with the horizontal axis,
covering three rows simultaneously. The camera for crop and weed detection is mounted
at the front of the robot and oriented facing downwards to the ground at a fixed distance of
1.8 m from nozzles on the boom. The distance between the crop and weed detection camera
and the boom is kept at the maximum in order to provide the desired time delay between
detection and position estimation of the crop plant and the spray application process on
every corresponding grid cell.

The vision-based detection system is coupled with spraying equipment and other
sensing modules, thereby making a complete precision agricultural robotic spraying system.
A 12V DC diaphragm pump is used to pressurize the fluid system. An electronic pressure
regulated valve maintains a constant line pressure when different nozzles on the boom
are switched ON and OFF based on feedback from the vision system and other sensing
modules. The outflow line from the pump is divided into a bypass line that diverts excess
flow back to the tank and a boom line onto which the nozzles are mounted. Two rotary
incremental encoders (with resolutions of 1000 pulses per revolution) connected to the
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embedded controller are mounted on the front wheels’ axles to measure the rotation (and
thereby speed) of the wheels. The incremental encoders and a GPS module facilitates
the robot in determining its position and heading direction for navigation. Moreover,
the optical data acquired via cameras are synchronized to the robot’s position through
incremental encoders and GPS module.

The robot used ROS (Robot Operating System) as the middleware software framework.
The cameras were connected to a computer possessing an Intel Core E5-1620, a 3.50 GHz
processor, 32 GB RAM, and an 8 GB NVIDIA GTX 1650Ti GPU for processing the images.
Moreover, Microsoft Visual Studio and Python were used for program development. The
developed agricultural robot sprayer and its overall functional block diagram is shown in
Figures 8 and 9, respectively.

N
Tl Nozzles R
: 7= | Wheel Encoder y

Figure 8. Developed prototype of the agricultural robotic sprayer.
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Figure 9. Block diagram illustrating the developed vision and fluid flow control systems.

6. Results and Discussions

In order to validate and demonstrate the effectiveness of both vision-based frameworks
for tobacco crop/weed detection and classification, the models are trained and tested on
real-field tobacco images from TobSet. The dataset consists of 8000 images; 7000 images
are of tobacco plants, and the rest of the images are of weeds. Images from both classes
are divided with a 70 to 30 ratio into training and testing sets. The training set comprised
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a total of 5600 images (4900 tobacco and 700 weeds), whereas the testing set comprised
2400 images (2100 tobacco and 300 weeds).

In the implementation phase, the models are trained using down-sampled images
(with a resolution of 640 x 480). A learning rate is initialized as 0.0002 for the training.
Google’s TensorFlow API is utilized for implementation purposes. Batch sizes of 1 and
10 k epochs are used for training the models. Table 1 lists the hyper-parameters and their
corresponding losses (against the epochs) for both models. It can be observed from Table 1
that for obtaining better results with Faster R-CNN-based vision model, the learning rate is
kept the same, whereas the other hyper-parameters did change. With an increase in the
number of epochs, total loss is reduced. The confusion matrices for Faster R-CNN and
YOLOv5-based models, given in Tables 2 and 3 respectively, are used for computing the
evaluation measures listed in Table 4.

Table 1. Hyper-parameters for Faster R-CNN and YOLOV5.

Learnin Loss for Loss for
S. No. Rate ® Epoch Faster R-CNN YOLOvV5
1 0.0002 2k 0.046 0.124
2 0.0002 4k 0.029 0.081
3 0.0002 6k 0.028 0.066
4 0.0002 8k 0.025 0.058
5 0.0002 10k 0.017 0.049

After training the models with the given training set, performance evaluation of both
models is conducted on the testing data from TobSet. The accuracy results obtained by
using the Faster R-CNN-based vision model show its supremacy over YOLOVS5. A total of
635 predictions were produced on unseen test images for each model. Detection results
for both models are presented in Figures 10 and 11. The YOLOv5-based model did not
perform well on some test samples, as illustrated in Figure 12.

Table 2. Confusion matrix for Faster R-CNN-based model.

Predicted Class
@ Tobacco Weeds
'5 Tobacco 454 6
g Weeds 7 168
= 98.48% 96.55%

Table 3. Confusion matrix for YOLOv5-based model.

Predicted Class

@ Tobacco Weeds
'5 Tobacco 437 13
g Weeds 24 161
= 94.79% 92.52%
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Table 4. Evaluation measures for Faster R-CNN and YOLOV5.

S.No. Evaluation Measure Faster R-CNN YOLOvV5
1 Precision 0.9829 0.9481
2 Recall 0.9863 0.9732
3 F1-Score 0.9859 0.9576
4 Accuracy 0.9834 0.9445

Figure 10. Faster R-CNN detection results of tobacco from testing data in varying scenarios: (a)
high intra-row plant distance. (b) high weed density. (¢) low weed density. (d) low intra-row plant
distance.
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(c) (d)

Figure 11. YOLOV5 detection results of tobacco from testing data in varying scenarios: (a) high
intra-row plant distance. (b) high weed density. (c) low weed density. (d) low intra-row plant
distance.
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Figure 12. YOLOVS5 detection results with (a) undetected targets, and (b) misidentified regions.

Real-Time Inference

The proposed vision models are evaluated in real tobacco fields on a mobile robot
spraying platform. For obtaining higher inference in real-time, NVIDIA’s optimized library
for faster deep-learning inference, i.e., NVIDIA TensorRT, was used. The modified Faster
R-CNN and YOLOv5-based vision models identified tobacco plants at 10 and 16 fps, and
with classification accuracies of 98% and 94%, respectively, at a robot speed of approxi-
mately 3 km/h. The modified YOLOv5-based model can process images at a higher frame
rate compared to the Faster R-CNN model, thus making it a better choice for real-time
deployment on a spraying robot. Real-time detection results for both models are presented
in Figures 13 and 14.

Table 5 presents each model’s inference results in real time. YOLOvVS5 outperformed
the Faster R-CNN model in terms of inference speed.



Appl. Sci. 2022,12,1308 15 0f 19

Figure 13. Real-time Faster R-CNN detection of tobacco crop and weeds in scenarios with (a) low
intra-row plant distance, and (b) high intra-row plant distance.
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Figure 14. Real-time YOLOVS5 detection of tobacco crop and weeds in scenarios with (a) low intra-row
plant distance, and (b) high intra-row plant distance.

Table 5. Inference results of the models in real-time.

Model Faster R-CNN YOLOvV5
Inference time (ms) 985+£5 62+5
Frames per second (fps) 10.15 16.12
mAP 0.94 0.91

7. Conclusions

Intelligent precision agriculture robot sprayers for agrochemical application must be
robust enough to distinguish crops from weeds to perform targeted spraying to reduce the
usage of agrochemicals. In this paper, two different CNN-based approaches, namely, Faster
R-CNN and YOLOVS5, are explored in order to develop a vision-based framework for the
detection and classification of tobacco crop and weeds in the actual fields. Both frameworks
are first trained and then tested on a self-developed tobacco plants and weeds dataset,
TobSet. The dataset comprises 7000 images of tobacco plants and 1000 images of bare soil
and weeds taken manually with digital cameras periodically over 2 months. The Faster
R-CNN-based vision framework demonstrated higher accuracy and robustness, whereas
the YOLOv5-based vision framework demonstrated lower inference time. Experimental
implementation is conducted in the tobacco fields with a four-wheeled mobile robot sprayer
with a computer possessing a GPU. Classification accuracies of 98% and 94% and frame
rates of 10 and 16 fps were recorded for Faster R-CNN and YOLOv5-based models, re-
spectively. Moreover, the precise smart application of pesticides with the proposed system
offered 52% reduction in pesticide usage by pinpointing the targets, i.e., tobacco plants.

Faster R-CNN produces higher accuracy but lower fps on computers (especially
without GPUs); high computational cost of training makes it challenging for real-time
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applications. TobSet demonstrated true assessment of the deep-learning algorithms as
it comprises real field images with challenging scenarios possessing different factors of
variation, such as dense weed patches, lightening variation, color similarity with weeds,
color variation of tobacco plant at different growth stages, and varying growth stages.
The classification results of both approaches in real time were slightly lower than the
prediction results obtained on the dataset due to higher sunlight intensities. Intended
future studies include real-time tobacco plant segmentation for finding canopy size and the
desired application flowrate of spray for each tobacco plant.
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