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Abstract: A series of Generative Adversarial Networks (GANSs) could effectively capture the salient
features in the dataset in an adversarial way, thereby generating target data. The discriminator of
GAN:s provides significant information to update parameters in the generator and itself. However,
the discriminator usually becomes converged before the generator has been well trained. Due to this
problem, GANSs frequently fail to converge and are led to mode collapse. This situation can cause
inadequate learning. In this paper, we apply restart learning in the discriminator of the GAN model,
which could bring more meaningful updates for the training process. Based on CIFAR-10 and Align
Celeba, the experiment results show that the proposed method could improve the performance of a
DCGAN with a low FID score over a stable learning rate scheme. Compared with two other stable
GANs—SNGAN and WGAN-GP—the DCGAN with a restart schedule had a satisfying performance.
Compared with the Two Time-Scale Update Rule, the restart learning rate is more conducive to the
training of DCGAN. The empirical analysis indicates four main parameters have varying degrees of
influence on the proposed method and present an appropriate parameter setting.

Keywords: restart learning; DCGAN; learning rate for discriminator

1. Introduction

Ever since the advent of Generative Adversarial Networks [1], many studies have
focused on ways to improve the quality and diversity of the generated images. Deep-
Convolutional Generative Adversarial Networks (DCGAN) [2] are one of the examples
which has shown significant improvements in the history of GANs research. DCGAN
combines a GAN and convolutional network and imposes a series of constraints on the
architecture to make it more stable. Since then, DCGAN-based architectures have been
applied to different kinds of other GAN architectures. For example, Wasserstein dis-
tance was proposed as a standard measurement in [3]. Karras et al. [4] has proposed
Progressive Growing of GANs (ProGAN) which is a progressive network training method
that significantly improves the speed, stability, and quality of image generation. Large
Scale GAN (BigGAN) [5] focuses on training networks in large scale, and improves the
orthogonal regularization of generators to produce images with high fidelity and diver-
sity. Self-Attention GAN (SAGAN) [6] generates details on a given image by allowing
attention-driven, long-range dependency modeling for image generation tasks. A style-
based Generator Architecture for GAN (StyleGAN) [7] improves the ability of GANs by
fine-controlling the generated images, and thereby makes outstanding contributions to
GAN synthesis. Sliced Wasserstein Generative Adversarial Networks (Sliced WGAN) [8]
maps high-dimensional distribution to one-dimensional marginal distribution, which
solves the problem of calculating Wasserstein distance in high-level space. The works
mentioned above have extended the GANs’ architecture in order to achieve improved

Appl. Sci. 2022,12,1191. https:/ /doi.org/10.3390/app12031191

https://www.mdpi.com/journal/applsci


https://doi.org/10.3390/app12031191
https://doi.org/10.3390/app12031191
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-5023-2331
https://orcid.org/0000-0002-4147-2835
https://doi.org/10.3390/app12031191
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12031191?type=check_update&version=3

Appl. Sci. 2022,12,1191

20f16

performance. However, the problem in terms of the instability and difficulty of training the
GAN model remains not completely resolved [9-12]. In recent years, some researchers have
focused on the study of the training process. It is well known that the judgment results
of the discriminator provide an indication for updating generator parameters in GAN.
Additionally, as aforementioned, the discriminator can be converged before the generator
is well trained during the training phase. Therefore, the converged discriminator returns
no gradient to the generator for updating its parameters. Arjovsky and Bottou [13] have
discussed the phenomenon and argued that this problem is because the distribution of the
generator is not continuous or the supports of generator and discriminator are disjoint. A
solution in [13] is adding continuous noises to the inputs of the discriminator, therefore
smoothing the distribution of the probability mass to ensure the discriminator is generated.
Another one in [14] is an adaptive learning scheme for learning rate, which is carried out
by comparing the KID score (proposed in [14]) from the previous iteration with KID score
derived currently. The above two methodologies stabilize the GANs’ training process
efficiently while they are also accompanied by extra heavy computing cost. The authors
in [15] found a reasonable annealing scheme is a benefit for training GANs by avoiding
model collapse. Different from the simple application in the above paper, our annealing
scheme follows a cosine annealing function in each restart period and the peak values
follow another annealing scheme in the whole process. The authors of [16] proved that
the GANs models could converge to a local Nash equilibrium with different learning rates
for training discriminator and generator, which reminds us of the feasibility to study the
learning rate of the two networks separately.

In this paper, we use a restart learning rate [17] instead of a stable learning rate
in the discriminator. Our insight is that the restart learning method could dig deeper
into the attributes of target data and bring more benefits from periodical changes on the
learning rate to prevent from a fast convergence of the discriminator. Thus, we train the
discriminator in GAN by implementing a restart learning algorithm.

Our formula of restart learning rate is motivated by these papers: instead of monoton-
ically annealing the learning rate, Smith [17] lets the learning rate cyclically vary between
reasonable boundary values to improve classification accuracy; Loshchilov et al. [18] focus
on the restart to make it more flexible and gives alternative schedule schemes (with differ-
ent initial cycle lengths and its increased control coefficient in each cycle). In addition to
extending the cycle length in the next cycle, we also performed experiments on shortened
cycle length and different initial cycle length values with settings as in [18]. Moreover,
with the above schedule in [18], we also control peak value by coefficient # and set the
baseline of amplitudes «; Huang et al. [19] updated the learning rate at each iteration rather
than at every epoch, which improves the convergence of short cycles even when a large
initial learning rate is used. Compared with the cyclic cosine learning rate of the Snapshot
Ensemble algorithm in [19], we set the baseline to rate avoiding property of its disappearing
and performed experiments with various peak values by coefficient 7 instead of only one
value 0.5. In recent years, the restart idea is applied to several research areas: Xingjian
Li [20] followed cyclical learning rates mentioned in [17] to do deep transfer learning;
Wang et al. [16] restarted the momentum in algorithm to reduce error accumulation in
stochastic gradient.

Against these backgrounds, we try to do a deeper and more detailed study on the
restart learning scheme in GAN, and our main contributions are as follows:

¢ We discussed the adaptability of the restart learning mechanism applied to training
the discriminator. To our knowledge, our research is the first attempt to apply the
restart learning scheme in GAN training and which is different from adaptive learning
and the simple annealing scheme in other GAN papers.

*  With our methodology, we could avoid the problem of vanishing the generator’s
gradient and obtain improved performance in the experiment results.
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¢  We applied two annealing mechanisms in the training process: the annealing in the
whole process and the annealing in each cycle. The first one is same as the method
asin [15].

*  For four main parameters in our design: cycle length control coefficient B, peak value
control coefficient #, the baseline of amplitudes &, and the number of steps in the
first cycle P, we perform thorough ablation study to explore their influences and find
appropriate values for them.

Overall, we apply the restart learning rate to the training process of the discriminator
instead of a stable value. Our proposed method has improved the performance of GANs,
as indicated by our experiment results.

2. Statement of Problem
2.1. GANs

In 2014, Ian J. Goodfellow proposed an adversarial framework called GAN to estimate
generative models [1]. Since then, a series of GANs has been proposed gradually, like
DCGAN [2], WGAN [3], BigGANSs [5], etc. In GANS, there are two networks, generator
(G) and discriminator (D). G trys to learn the distribution of target data x with input prior
p¢(z), where z is random noise. In the meanwhile, D tries to distinguish between generated
data and target data. If this min-max game reaches equilibrium, G can output data g(z)
with the similar distribution of target data x, and therefore, the classification accuracy of
D will be close to % This means that D is unable to effectively differentiate between the
generated data and the target data [1].

VD, G)ming maxp = Ex~p, (10 D(x)] + Eznp_ . [log(1 — D(G(2)))] )

In the above function, V(+) is the target value function of GAN which is given by D
and G, where x is target data, z is random noise, p, . (,) is the probability distribution of
target data x, p,(,) is the probability distribution from the generator with noise z as input,
D(x) is the discriminator’s decision whether its input comes from the target data, and
D(G(z)) is the discriminator’s decision whether its input is generated from the generator.

At the beginning of the training phase, D attempts to estimate target data x as 1
and generated data G(z) as 0. By updating the parameters of D, we use a loss function
as defined in Equation (2) to perform the back-propagation procedure. The equation
basically calculates the loss of target data x (i.e., log D(x')) and the generated data G(z)
(i.e., log(1 — D(G(z')))). However, we train G with a loss function as shown in Equation (3)
which computes the loss of D when it estimates generated data G(z).

Vo, )_llog D(x) +log(1 ~ D(G(z))))] @
i=1

Based on Equation (2), as aforementioned, we expect a high value from D(x) and a
low value from D(G(z)) so that the D can distinguish the generated data as false data and
target data as true data effectively. In other words, in terms of log values, the higher the

value from log D(x') and log(1 — D(G(z'))), the better the performance of D is. Therefore,
we optimize D by maximizing the Equation (2).

m .
Z log(1 - D(G(2')))) 3)
On the other hand, in order to optimize G, we expect D predicts G(z) as true with a

high probability. Hence, we update the parameters of G by minimizing Equation (3).

2.2. Problem of GANs

From Equations (2) and (3), we can observe that the loss value of D has an important
role to update both D and G. In an ideal situation, G receives a sufficient amount of
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gradients for updating its parameters in order to generate a new datum that is similar to a
datum in target data at the beginning of the training phase; on the other hand, D receives a
small amount gradients to prevent it to be converged before G has been well trained. In
summary, we expect G can be converged first so that D has difficulty in distinguishing
between target data and generated data. Unfortunately, the reality shows that D is always
converged first in the experiments as shown in the blue line in Figure 1a while loss of G in
Figure 1b (blue line) increases rapidly because G lacks sufficient gradients.
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Figure 1. Loss lines with a constant learning rate (blue line) and restart learning rate (red line).
(a) shows the losses in D where it is a composition of D_loss_fake and D_loss_real, (b) refers to
the losses in G, (c) illustrates the losses when D has predicted a target image as a generated image
(D_loss_fake), and (d) depicts the losses when D distinguishes a generated image as a target image
(D_loss_real).

Figure 1 shows four graphs associated with different loss values either applying a
constant learning rate (blue line) or restart learning rate (red line) in DCGAN. Figure la
shows the losses in D where each of them is a composition of D_loss_fake and D_loss_real,
Figure 1b refers to the losses in G, Figure 1c illustrates the losses when D mistakes a target
image as a generated image (D_loss_fake), and Figure 1d depicts the loss when D mistakes
a generated image as a target image (D_loss_real). The blue line represents a loss when a
fixed learning rate (i.e., we set it as 0.001 during the experiments) is used, and the red line
refers to the loss with the restart learning rate (i.e., the initial value is set as 0.001 for all
experiments) during the training phase.

Figure 1 shows the D loss as a main provider for optimizing D and G. However, the
longer we train, the smaller the loss we have for D which can be observed in Figure 1a.
From Figure 1a, we notice the lowest loss value that we have is lower than 0.2 at the
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later stage. This phenomenon directly influences the loss of G which increases rapidly
during the training as depicted in Figure 1b. This means that D has converged and G's
gradients have vanished. From Figure 1c,d, we observe that D_loss_fake converges faster
than D_loss_real. This shows that the vanishing of D_[oss is mainly due to the convergence
of D_loss_fake. In other words, D distinguishes most generated images as fake, and G
cannot learn properly from the loss of D. In the future, we will do more study on the reason
why D_loss_fake converges too fast.

As aforementioned, G should be able to generate a fake image that has the same
probability to be predicted as a true image or a fake image by D. That is, D_loss_fake is
expected to be close to 0.5. In contrast, the model is not well trained because the vanishing
gradient has occurred during the training of G. Although the use of restart learning rate
brings fluctuations to the loss, it prevents the blind reduction of D_loss effectively as shown
in the red line of Figure 1a and improves the performance of G by producing lower loss
values than the use of stable learning rate, as shown in the red line of Figure 1b.

3. DCGAN with Restart Learning Rate

As a representative model in GANs, DCGAN significantly improves the architectural
topology of a GAN to make it stable to be trained in most settings. In this paper, DCGAN
is chosen to be the basic model for studying the influence of restart learning rate in D
of GAN.

3.1. Cosine Decay Learning Rate

During the training phase, the learning rate usually controls the updating speed of
parameters. When the learning rate is small, the updating speed will be greatly reduced. In
contrast, oscillations will occur in the process, causing the parameters to linger near the
optimal value. We introduce the restart learning into the training discriminator. In each
restart period, we follow a cosine annealing schedule [19]. Unlike the traditional learning
rate, the restart learning rate drops gradually at first, and then later rises sharply again as
the number of epochs increases as shown in Figure 2.

The reason for taking the above measure is to prevent the model to be stuck in and to
search only in the local minimum. In other words, with the above measure, we want to
move out from the local minimum quickly which also overcomes the saddle problem [21].
Noted that the saddle problem refers to the first iteration, the learning rate of cosine
annealing drops rapidly which allows the model to step into the local optimum regardless
the local minimum is either steep or not; in the next iteration, due to the large value
increment on the learning rate, the model can escape from the current local optimum and
search new and more optimal points. The descent of cosine function simulates the process
of finding potential regions with a large learning rate, and then quickly converging with a
small learning rate. The best minimum point indicates that G can generate high-quality
images. Our assumption is that if D has been trained with different local minimum points,
then it will effectively mitigate the model collapse problem.

The cosine decay function is explained as follows:

cosine decay = 0.5[1 + cos (7t x steps /decay steps)] 4)

where steps is the count of current steps, decay steps indicates the number of steps that
will be delayed in a cycle (Figure 2a), and cos(+) is a cosine function. In order to prevent
the value of the decay line lower than a certain value, we introduce « into Equation (5).
Figure 2c shows the value of learning rate with different a values.

decay = (1 — w)  cosine decay + « (5)
The learning rate in D will be updated as follows:

Iry11 = Iy x decay (6)
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3.2. Restart Learning Rate in Discriminator

In GANss, if the convergence speed of the discriminator is too fast, then it can lead
to the failure of model training. If the loss value of the discriminator is closer to 0, then
the loss value neither guides the generator to find the local minimum nor explore more
areas. This affects both the quality and the diversity of the generated results. Therefore,
we introduce the restart learning rate which can be reset periodically during the learning
process. This method does not only prevent the loss value of the discriminator to be closer
to 0, but it also provides an effective gradient for G during the back-propagation procedure.
Besides that, the sudden increase in the learning rate at the beginning of each cycle is
conducive to the model to explore more areas and increases the diversity of results. Overall,
applying the restart learning algorithm in the discriminator can overcome the generator’s
problem and improve the quality and diversity of the results. In the practical experiments,
we must admit that a sudden increase in the restart learning rate in the next cycle will cause
significant interference to the training process. In the early stage of training, the advantages
of this interference outweigh the disadvantages, similar to algorithms that add noise to the
training samples. However, during the training process, the model gradually finds an area
near the optimal point in a flat place, and then this interference will cause shocks, which
gives more disadvantages than benefits. Therefore, we use the parameter # to gradually
reduce the peak learning rate of each cycle to relieve the shock at the end of training.

Iripr = Ire s« {[1 + cos(7t * steps /restart decay steps)] (1 —a) + a} (7)

restart decay steps = B * i * decay steps 8

where i is the index of number of period, and  is a parameter used to increase (i.e., 2) or
decrease (i.e., 0.5) the cycle length. Noted that 7 * steps/restart decay steps in Equation (7)
returns only integer value.

Learning rate with different minimum learning rate decay
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Figure 2. Restart Learning Rate: (a) learning rate with different restart cycles; (b) learning rate with
different restart peaks; (c) Learning rate with different minimum learning rate decays.

We provide the pseudo-code of our proposed method in Algorithm 1. The inputs
include the number of updates in the first cycle denoted as P, and the number of all updates
denoted as t. We initialize hyper-parameters used in the restart learning rate method,
such as the original learning rate Ir;, an amplitude control parameter 7, and the baseline
of amplitude a. Parameter 6 in the DCGAN network is initialized as 0. We use ADAM
optimizer [22] during the back-propagation procedure. Noted that the restart learning rate
can be applied to any optimizer. In ADAM, i is ‘bias-corrected first moment estimate” and
v is ‘bias-corrected second raw moment estimate’.

For each step, the discriminator is updated by the ADAM optimizer. In the meanwhile,
the restart learning rate, introduced at line 5, will be updated at every step. The steps of the
first cycle are determined by the initial P. After that, the length of the current cycle will
be determined by parameter § (at line 6). Note that the cyclical restart learning rate does
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not restart completely (i.e., not from zero) in each cycle, but its update is based on the last
learning rate from the previous cycle.

Algorithm 1 Restart Learning Rate in discriminator of DCGAN

Input: first decay steps P, steps t

Output: I,

1: Initialize learning rates Ir; = 0.001, # = 0.9,4 = 0.5, weights 6 = 0
2: The procedure of updating I7;:

3: forstepst =0,1,2,--- do

4: T+t mod P

5 Irg,,, = Irg, xn+{[1+cos(rm*T)] x (1 —a) +a}

6: P=Pxp

7: Backpropagation with ADAM Optimizer
8

9:

011 =0 — lrdt+1 * M1/ /01 + €

End for

4. Evaluation
4.1. Settings

We want to demonstrate that our method could improve performance by enhancing
the stability of GAN training. However, there are different GAN architecture designs and
parameters settings in GAN papers. For fairness, we have done all experiments with the
same architecture and shared parameters of their proposed approaches in different GANS.
We set DCGAN model settings in [2] to be the baseline, and we trained different GAN
architectures based on DCGAN while holding their own method: for SNGAN, we used
spectral normalization instead of batch normalization [9]; for WGAN-GP, we removed
sigmoid function in the layer which no longer took log loss [3] and penalized the norm of
the gradient of the critic with respect to its input [23].

All experiment programs run on a computer with the following configuration: Intel
Core 19-9900k CPU, 3.6 GHz, x64 processor, 2080Ti GPU.

4.2. Data

We have implemented our experiments on CIFAR-10 and Align Celeba. CIFAR-10
contains 60,000 images with 10 different classes and the image size is 32 * 32. Align Celeba
contains 202,599 face aligned and cropped images, and we clip each image size to 64 * 64.
As we performed experiments for unsupervised learning, we only trained GANs on images
regardless of their labels.

4.3. Evaluation Standard

As we know, the Inception Score (IS) and Frechet Inception Distance (FID) can measure
the quality and variety of generated images as two popular metrics in measuring the
performance of GAN. According to [24], FID captures the similarity of generated images
to real ones better than Inception Score, especially for the robustness to noise and mode
collapse (G produces a limited variety of samples). So we use FID as a metric to evaluate the
learning ability of the GAN model with different learning schemes including our proposal.
FID is calculated as follows:

FID = | yy — He |2 + tr(oy + oy — Z(O’r(fg)l/z) )

Note that NV (pir, 07) is the distribution of real images and N (g, 05 ) is the distribution
of generated images. FID is a metric used for measuring the distance between the feature
vector of the real images and that of the generated images. The lower the score, the more
similar the two groups of images are, or the more similar their statistics are. The best-case
FID score is 0.0, which means that the two groups of images are the same.
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4.4. Result Analysis

Firstly, we ran our method on different data sets (CIFAR-10, single class images in
CIFAR-10 and Align CelebA) to check its efficiency in generation results. Table 1 shows
that we have obtained different results (measured with FID) when we performed the
experiments with stable [/r; and restart Ir; (Ir; means the learning rate in discriminator).
In the experiments, we used the same DCGAN structure but different inputs. In the first
row, the input is the whole CIFAR-10, and the input in the last row is Align Celeba. We
also checked the availability of our method in single class images in CIFAR-10 and present
them in other rows. From the results in Table 1, we could see that the performance of the
DCGAN trained with restart learning rate has shown different degrees of improvement on
multi-category data (shown in the first row and the last row) and single-category data in
CIFAR-10 (shown in the other rows). We also presented the corresponding visual results in
Figure 3: when we trained DCGAN with stable Ir; on CIFAR-10, there are blurred parts in
(a), while (b) has exhibited higher image resolution; on Align Celeba, almost all the faces
in (c) are distorted and the use of Restart Ir; could decrease the faces distortion (shown in
(d) of Figure 3). In conclusion, the plunge of Restart I, is beneficial to GAN in terms of
generation ability. In the next experiments, we will see whether these improvements come
from the improvement of networks stability.

Table 2 shows the generated results (measured by FID score) by various GANs
on CIFAR-10. We performed these experiments in different GANs for two purposes:
(1) SNGAN and WGAN-GP are typical GANS to stable the training process, so we want to
compare our method with SNGAN and WGAN-GP; (2) as our method only affects learning
rate, we also want to check if it can improve the performance in SNGAN and WGAN-GP.

Table 1. Performance of DCGAN trained with stable learning rate and restart learning rate in
10,000 iterations for different datasets: (1) CIFAR-10; (2) single class in CIFAR-10 (3); Align Celeba.

Dataset With Stable Ir, With Restart Ir;

CIFAR-10 69.988 56.735
Aeroplane images in

CIFAR-10 91.059 82.226
Car images in CIFAR-10 108.720 101.736
Bird images in CIFAR-10 99.202 88.669
Cat images in CIFAR-10 114.093 82.071
Deer images in CIFAR-10 80.956 63.793
Dog images in CIFAR-10 107.805 94.317
Frog images in CIFAR-10 65.511 58.339
Horse images in CIFAR-10 100.841 85.706
Ship images in CIFAR-10 91.693 79.851
Truck images in CIFAR-10 93.601 73.968
Align Celeba 123.521 99.587

Table 2. Generated FID results on CIFAR-10 with stable/restart learning rate in different GANS:
DCGAN [2]; SNGAN [9]; WGAN-GP [23]. Bold denotes the smallest distance.

1 2 3 4
Model Updates Irg=1x10"3 Irg=1x10"%
Stable Ir; Restart Ir Stable Ir; Restart Ir
(Mean/Std) (Mean/Std)

1 DCGAN 20k 164.254 81.641 - -
2 40k 234.214 75.214 133.241/2.730 58.735/3.657
3 SNGAN 20k 124.257 84.526 - -
4 40k 125.775 64.256 85.625/2.041 63.785/3.124
5 WGAN-GP 20k 62.853 92.772 -
6

40k 59.919 92.090 59.245/2.841 72.836/14.040
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Figure 3. Visual results trained with Restart Ird of DCGAN on CIFAR-10 and Align Celeba. (a) DC-
GAN trained with Stable Ird on CIFAR-10. (b) DCGAN trained with Restart Ird on CIFAR-10. (c) DC-
GAN trained with Stable Ird on Align Celeba. (d) DCGAN trained with Restart Ird on Align Celeba.

Note that when we performed the experiments in Table 1, we tried to train models
sufficiently (total updates = 100 k) with apposite learning rate value. However in the
experiments of Table 2, what we want to prove is that our restart schedule could improve
the performance in various GANSs despite of different initial learning rates and training
steps. So we have different parameter settings for experiments in Table 1 and experiments
in the DCGAN model of Table 2.

The learning rate for GANSs training is usually around 1 x 10~# (or 0.0001), and a large
learning rate always causes oscillation over training steps. In Table 2, when we set stable
Irgtobe 1 x 1073 (or 0.001), the more steps we take, the worse results we obtain in DCGAN
and SNGAN (i.e., column 1 of Table 2), which indicates the oscillation. Application of
the restart learning rate in discriminator will avoid the oscillation problem effectively and
brings more meaning for gradients for training, even though the maximum of Restart Ir; is
also set to be 1 x 1073 (i.e., the column 2 of Table 2).

When we set learning rate to be a relatively small value 1 x 107#, the restart learning
rate could still promote the performance of DCGAN and SNGAN (shown in column 3 and
column 4 of Table 2). In practice, Ir; = 1 x 10~* is usually our choice for training process.
Thus, under this value, we run experiments of each GAN five times to calculate its average
and standard deviation of FID to check the impact of our proposed method on stability.

When we use stable Ir;, WGAN-GP performed well in both cases (i.e., Ir; =1 x 103
and Ir; = 1 x 10~*) which means WGAN-GP stabilizes training process efficiently while the
use of restart [r; in it lead to worse results (i.e., line 5 and line 6 of Table 2). We think there
are two reasons: (1) WGAN-GP has already stable the training, hence periodical restart
learning rate brings interference (can be indicated by the standard deviation of FID). (2) The
reason why the restart learning rate is effective in DCGAN and SNGAN is that it avoids
the disappearance of D_loss, while the loss in the discriminator of WGAN-GP depends
on Earth Mover (EM) distance which is continuous and differentiable till optimality. Bold
numbers in Table 2 means the best results in three GANSs respectively. WGAN-GP with
stable [ ;(FID = 59.245) and DCGAN with restart [r;(FID = 58.735) have obtained the highest
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comparable performance in 40k iterations. Table 2 shows that restart Ir; is beneficial to
DCGAN and SNGAN (with low average FID and comparable standard deviation value)
but is not available for WGAN-GP. Exploring the deep reason why restart learning rate is
useful or useless in various GAN frameworks is one of our future research directions.
Table 3 records the time spent for DCGAN and WGAN-GP to reach the best results
(shown in bold) in Table 2. As we have mentioned in the above paragraph, DCGAN with
this restart Ir; and WGAN-GP with stable Ir; have comparable results in 40k iterations
while DCGAN with this restart Ir; spent less time. The reason why WGAN-GP with
stable Ir; cost more time is that it needs to calculate penalty in every iteration. We also
note that the restart schedule does not bring too many calculations (compare line 1 and
line 2 of Table 3). All in all, the restart learning rate improves the generation performance
of DCGAN without too much computational complexity and it is meaningful for GANs
training. DCGAN with restart [r; is a reasonable choice for GANs generation work.

Table 3. Time spent in 40k iterations on CIFAR-10.

GANs Time/s
1 DCGAN with Stable Ir, 479.2910
2 DCGAN with Restart Ir, 495.3721
3 WGAN-GP 662.9115

We also compare our method with the Two Time-Scale Update Rule [24]. In Figure 4,
‘Original’ means the DCGAN model in [2], “TTUR’ means DCGAN trained by a Two Time-
Scale Update Rule [24], and ‘Restart’ means our method proposed in this paper. For fairness,
the learning rate and updates settings of Original and TTUR are the same as settings in
Table 1 of [24]. In our proposed method (‘Restart” in Figure 4), the learning rate of the
generator is the same as ‘Original’ while the maximum learning rate of the discriminator is
also equal to 1 x 10~%. In Figure 4, compared with the round-trip fluctuation of DCGAN
with original learning rates, the FID results indicate that the DCGAN trained with TTUR
decreases steadily and outperforms the original DCGAN in 80k updates. However, the
DCGAN with our method obtained the highest performance and converges faster than the
other two methods.

In order to analyze our method in detail, we have further explored the influence of
four important parameters in the method on the experiment results and which are shown
in the following parts. The four parameters are 8 (cycle length control coefficient), 77 (peak
value control coefficient), « (the baseline of amplitudes), and P (the number of steps in the
first cycle), respectively. As we have discussed in Section 2.2, the line of Figure 1a shows the
convergence of D which will influence the final output. Therefore, we have investigated the
influence of our method in two ways: (1) the convergence of loss of D and (2) the result in
terms of FID. Besides that, we consider the modification of the parameter settings that can
prevent the fast convergence of D and ensure the effectiveness during the training process.
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Figure 4. FID by DCGAN model on CIFAR-10: Original means the DCGAN model in [2]; TTUR
means DCGAN trained by a Two Time-Scale Update Rule [24]; restart means our method proposed
in this paper.

In the ablation study of four parameters (5, 7, &, and P), we always explore the impact
of different values of a parameter when the other three parameters remain unchanged.
Based on the analysis of generated results (FID score), we select three representative values
to see their impact on the discriminator loss curves.

Table 4 gives different values related to the cycle length control coefficient 8 (row 6 in
Algorithm 1) and Figure 5 shows three corresponding D loss lines. 3 defines the multiple
of the current period length relative to the previous one. According to the update formula
of period length (P = P x ), B with a value less than 1.0 (i.e., row 1 in Table 4) shortens
the length of a period. When the training process can not run properly, ‘NaN’ situation
can occur (pink line in Figure 5). ‘NaN’ represents that the program produces none value.
Conversely, a large value (i.e., row 5 and 6 in Table 4) may cause heavy disturbance as
shown in the green line of Figure 5 due to the sudden increase of the learning rate in the
next period. However, this disturbance will not lead to heavy worse results (i.e., FID score
in row 5) because of fast convergence. As shown in Table 4, restart learning rate with
B = 1.0 performs most effectively (i.e., row 2). However, at the same time, we also note that
when we take values between 1.0 and 2.0 for j, the differences among them are small (i.e.,
row 3, row 4, and row 5). Even if § is taken as 3.0, the corresponding FID only increases
by 3.806 compared with the smallest distance in row 2. In conclusion, we analyze that the
value of B has little effect on the experimental results, but the values between 1.0 and 2.0
are more conducive for us to obtain satisfying results.

Table 4. FID results in terms of different . Bold denotes the smallest distance.

Line B i o p FID
1 Pink 0.5 1 0 40 NaN
2 Blue 1.0 1 0 40 69.448
3 12 1 0 40 69.725
4 1.6 1 0 40 70.025
5 Green 2.0 1 0 40 69.811
6 3.0 1 0 40 73.254
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Figure 5. D loss line with different B.

7 is the multiple of the current peak value relative to the previous one (note line 5 in
Algorithm 1). We also set different values to parameter # (Table 5). We have observed that
7 = 1.1 makes the peak value cumulative as the epoch increases (orange line in Figure 6),
and the increasing fluctuation is not conducive to the convergence of the whole training
process. Additionally, larger values lead to worse results (compare row 5 and row 6 in
Table 5). However, values set to 1.0 or slightly less than 1.0 are beneficial for generated
results (i.e., rows 2,3, and 4). For example, blue line and red line in Figure 6 provide more
gentle restart for training process. 7 = 0.8 exhibited the optimal result as shown in the
third row of Table 5 (corresponding FID = 63.793). In conclusion, we can see that values
slightly less than 1.0 are suitable for parameter 7.

D loss line with different n

D loss

o

T T T T T T T
0 2000 4000 6000 8000 10,000 12,000 14,000
epoch

0.0 1

Figure 6. D loss line with different 7.
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Table 5. FID results in terms of different 7. Bold denotes the smallest distance.

Line B Vi o p FID
1 1.0 0.5 0.0 40 84.214
2 1.0 0.7 0.0 40 68.457
3 Red 1.0 0.8 0.0 40 63.793
4 Blue 1.0 1.0 0.0 40 69.448
5 Orange 1.0 1.1 0.0 40 77.790
6 1.0 1.3 0.0 40 88.214

« is the minimum value that the learning rate can decay to (shown in line 5 of
Algorithm 1). When « is 0.0, it means there is no baseline, and the learning rate could
decrease to zero to provide no gradient for updating (it is obvious that we need gradients
for training GANSs). In this way, we set its values between 0.0 and 1.0 to be the baseline of
learning rate to explore its impact. When « is slightly greater than 0.0, the corresponding
generated results are more improved than those of « = 0 (i.e., row 2, 3, 4in Table 6). & = 0.2
has obtained the optimal performance and the representative line in Figure 7 shows the
highest D loss. Thus, the following conclusions can be inferred: appropriate increase D
loss can effectively prevent the disappearance of D loss, so as to make GAN generate
improved results. However, excessive values can lead to an increase in FID scores (i.e.,
row 5, 6 in Table 6). Additionally, we also noted that the value &« = 0.5 makes D loss nearly
disappearing (orange line in Figure 7). We conjecture that it is because the range (1.0 to 0.5)
of the learning rate is limited, which is contrary to our original intention for restart. All in
all, we consider &« = 0.2 to be most suitable for our method.

D Joss line with different a

7 a=0.5 ;!
— a=0.0 f
N
—— a=0.2 L i 1
6 s ! [
PN
! I
] i
> i
N
m4'
%]
i=l
[}
53_
2_

T T T T T T T
0 2000 4000 6000 8000 10,000 12,000 14,000
epoch

Figure 7. D loss line with different a.

Table 6. FID results in terms of different «. Bold denotes the smallest distance.

Line B Ui % p FID
1 Blue 1.0 1.0 0.0 40 69.448
2 1.0 1.0 0.1 40 67.987
3 Green 1.0 1.0 0.2 40 65.413
4 1.0 1.0 0.3 40 66.547
5 Orange 1.0 1.0 0.5 40 70.681
6 1.0 1.0 0.7 40 82.516
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P is updated by P = P  f in the algorithm (line 6 in Algorithm 1). P is the initial
number of steps in the first cycle. As was previously discussed,  to be 1.0 or slightly
greater than 1.0 is a moderate choice for training GANs. Hence too small values of P (i.e.,
rows 1, 2, and 3 in Table 7) provide limited steps to find potential optima. When the value
of P is too large, the period in the loss curve is too long, and the sudden increase of learning
rate at the beginning of the next period will bring too high fluctuations to the training
process (the orange line in Figure 8). Heavy fluctuation makes the optimization of the
previous cycle meaningless which is shown with underperformed generated results (i.e.,
rows 5 and 6 in Table 7). When the initial value of P is set to 40, it allows the restart learning
rate to exercise its full performance and exhibits the satisfactory results (the blue line in
Figure 8 and the row 4 in Table 7).

D _loss line with different initial P

P=100
61 — p=40
—— P=6

s -

4_

&

_‘3|3-

=]
2_
|-
U_

T T T T T T T
0 2000 4000 6000 8000 10,000 12,000 14,000
epoch

Figure 8. D loss line with different initial P.

Table 7. FID results in terms of different initial P. Bold denotes the smallest distance.

Line B i o P FID
1 Green 1.0 1.0 0.0 6 71.873
2 1.0 1.0 0.0 20 75.634
3 1.0 1.0 0.0 30 72.481
4 Blue 1.0 1.0 0.0 40 69.448
5 1.0 1.0 0.0 60 81.364
6 Orange 1.0 1.0 0.0 100 92.944

Overall, appropriate parameter selection is essential for demonstrating the functional-
ity of our new method. Especially, it is shown that appropriate tuning of # and & signifi-
cantly improves the performance. Through various experiments, we found the setting of
parameters (8 = 1.0, # = 0.8, « = 0.2, P = 40) which gives satisfiable results. It also could
be further explained that remarkable D, performance corresponds to low FID results.
Restart learning prevents the fast disappearance of D;,¢(Figure 1a) and the rapid growth
of Gjyss (Figure 1b). As explained above, preventing the rapid decline in the loss of the
discriminator can effectively improve the performance of GAN, and restarting learning is
an effective way for achieving the above-mentioned functions.
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5. Conclusions

In this paper, we adopt a restart learning rate in the training of the discriminator.
Restarting the learning rate overcomes the problem of the discriminator converging too fast,
and the two annealing processes avoid the shock in the later stage of training. Experiments
show that restart learning is conducive to GAN’s in-depth mining of data features and
improving the quality and diversity of the generated results. This should be the first time
restart learning is applied in the training of GAN. Since restart learning only affects the
learning rate, this method can be used with other tricks to improve GAN performance.

In the first step of the next research, we want to do more research for the meaningful
start which could guide the training track instead of blindly exploring the optimum;
secondly, we will try to find the deeper relationship between D_lo0ss and the performance of
GAN, especially the D_loss_fake; thirdly, further research on saddle problems is necessary;
lastly, although FID can evaluate the diversity and quality of the generated results, there
is no method to evaluate these two aspects separately, so as to solve the problems of
GAN thoroughly.
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Abbreviations

The following abbreviations are used in this manuscript:

GAN Generative Adversarial Networks

GANs A Series of Generative Adversarial Networks
DCGAN Deep Convolutional Generative Adversarial Networks
ProGAN Progressive Growing of GANs

BigGAN Large Scale GAN

SAGAN Self-Attention GAN

StyleGAN A Style-based Generator Architecture for GAN
Sliced WGAN  Sliced Wasserstein Generative Adversarial Networks
DNNs Deep Neural Networks

SNGAN Spectral Normalization for GAN

WGAN Wasserstein GAN

WGAN-GP WGAN with Penalty
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