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Abstract

:

Aerial cameras are one of the main devices for obtaining ground images in the air. Since the industrial community sets higher requirements of aerial cameras’ self-locating performance yearly using aerial cameras to locate ground targets has become a research hotspot in recent years. Based on the situation that no ground control point exists in target areas, the calculation principle of the aerial remote sensing image positioning algorithm has been analyzed by establishing different positioning models. Several error analysis models of the positioning algorithm based on the total differential method and the Monte Carlo method are established, and relevant factors that cause the positioning error are summarized. The last section proposes the optimization direction of aerial camera positioning algorithms in the future, which are verified by related simulation experiments. This paper provides a certain degree of guidelines in this area for researchers, who can quickly understand the current development and optimization direction of target geo-location algorithms of aerial remote sensing imagery.






Keywords:


aerial camera; remote sensing image processing; target positioning; error analysis












1. Introduction


With the development of related technologies such as optical design, image processing, and autonomous control, as one of the essential equipment generally loaded on aerial remote controllers, aerial cameras are developing towards the direction of having both high-resolution imaging and high-precision positioning capabilities. In order to realize real-time aerial photogrammetry, the aerial camera needs to independently locate the target while acquiring target images [1,2,3,4].



Aiming at improving positioning accuracy, the aerial triangulation method is widely applied in traditional aerial mapping practice. This method needs to set control points with known positions of the target area and calculate according to the information of the target points and control points to eliminate errors to gain more accurate results. In the circumstance that ground control points lack, aerial cameras are expected to autonomously locate the target [5,6,7,8,9,10,11]. On the basis of whether the aerial camera is equipped with an active signal transmitting device, target positioning algorithms can be divided into two categories. The algorithm that needs to be positioned by transmitting signals is called sourced positioning algorithm. Contrarily, the defined Passive localization algorithm does not need to actively transmit signals and only relies on its parameters for positioning. In light of many former research results, the earth ellipsoid model is widely accepted as a mainstream method in the location process [12,13,14,15,16,17] for the purpose of realizing the target location with a single image. For instance, the target localization algorithm based on the earth ellipsoid model proposed by Stich, E.J. [12] realizes the localization of the ground target by the aerial camera through a single image while reducing the influence of the curvature of the earth on the localization outcome. In addition, the sourced positioning algorithms proposed gradually achieve higher level accuracy through using distance information generated by devices such as the laser range finder (LRF) or synthetic aperture radar (SAR) [18,19,20,21,22,23,24,25,26,27]. By utilizing the angle information provided by the airborne photoelectric platform, Tan [26] established a multi-target positioning model and proposed the pixel line-of-sight vector method through the parameters of the laser range finder and angle sensor. The positioning results obtained by a single measurement are greatly affected by random errors. Two mainstream methods for solving this issue include multi-machine intersection positioning and a single aerial camera that accomplish multiple measurements [28,29,30,31,32,33,34,35]. Another related theory proposed to reduce the influence of random errors is filtering algorithms [36,37,38,39,40,41,42,43,44,45,46,47,48,49]. Such kinds of algorithms are widely used in the field of target tracking.



No matter what the positioning algorithm is, it will be affected by error factors. The angle and measurement accuracy, target height, image distortion, atmospheric environment, and other potential error sources will lead to the reduction in target positioning accuracy. Therefore, a large amount of analysis focusing on the error factors of the positioning algorithm has been conducted in recent experiments [50,51,52,53,54,55,56,57,58,59,60,61,62]. Wang [50] analyzed the imaging link of the aerial camera for photogrammetry of the target and established a multifactor positioning error analysis model. Furthermore, scholars have established corresponding mathematical models or correction algorithms for different error factors [63,64,65,66,67,68,69,70,71,72,73]. Taking the height error as an example, Qiao [63,64] has established the target positioning algorithm based on the digital elevation model, which solved the problem of excessive target height error caused by the positioning algorithm based on the earth ellipsoid model; HAN [72] used the feature points in the image to obtain height information and locate the target without terrain data, but this method needs to control the imaging distance and the identifiable feature points must be ensured to exist in the graph.



On account of the situation that there is no ground control point in the target area, this paper classifies the above positioning algorithms according to the different mathematical models. In the second section, the positioning principles with the pros and cons of diverse algorithms are comprehensively compared. In the third section, two simulation analysis models of positioning error are established to analyze and sort out the error factors that cause the accuracy of the algorithm to change. In the fourth section, this paper concludes the research status and development direction of aerial camera positioning algorithms.




2. Bibliometric Study and Typical Aerial Camera-to-Ground Target Localization Algorithm


2.1. Bibliometric Study Based on Web of Science Database


Firstly, this paper provides statistics and analysis on the documents and patents included in the web of science that are related to target positioning. Since 2005, with the development of camera imaging technology, UAV/MAV loading platform technology, and image processing technology, papers with remote sensing images and target position as keywords show significant growth. The number of relevant examples of literature published each year is shown in the Figure 1.



It can be found that urban surveying and mapping, geographic survey, resource detection, environmental monitoring, and other remote sensing-related work are the main application directions of the target positioning algorithm through the analysis of the research contents of the literature. This is because the geographical location of the image is closely related to these works, and the load for acquiring the image is mainly UAV, aerial camera, photoelectric pod, etc. In the statistical literature, the main research directions include engineering (1285), computer science (1111), Instruments Instrumentation (869), and Geochemistry Geophysics (519).



Figure 1 illustrates that the growth rate of the number of papers in the past five years is significantly higher than that before 2016. This is due to the development of target detection of deep learning; more and more scholars have introduced it into the image processing process of small UAVs and other devices. Although this kind of research involves the keyword of target location, most of the target detection algorithms can only give the location of the target in the image and do not calculate its geographic location, which is not within the scope of this study. When the single target detection algorithm and the positioning algorithm with control point are eliminated, the distribution obtained by analyzing the article according to the difference of the basic model of the positioning algorithm is shown in Figure 2.



Obviously, the target location algorithm based on a single image and the earth model is still the mainstream of current research and the basis of other algorithms, which also has relatively extensive research. The research on algorithms similar to the building target location, forest featureless point location, and ocean ship location are also mostly analyzed for a single image. Further, the location algorithm based on multi-point measurement, multiple shooting, or video tracking has been a research hotspot in previous years, which can effectively reduce the impact of random error factors. In the last five years, research regarding the hybrid positioning algorithm has been relatively extensive. In addition to the hybrid computation of various earth models, elevation models, and imaging models, the artificial intelligence algorithms related to image processing (target detection, image super division, image registration, etc.) are gradually integrated into the target positioning technology.




2.2. Basic Coordinate Transformation of Target Positioning Algorithm


The geo-location information of the target includes latitude (φ), longitude (λ), and altitude (h). The positioning algorithm needs to establish corresponding coordinate systems based on numerous parameters transferred from the aircraft and the camera, and unify the target, projection point, camera, aircraft, and other related elements in the same coordinate system via the coordinate transformation matrix. According to the information provided by the global positioning system (GPS) or the positioning and attitude system (POS) carried by aircraft and the camera, the actual position of the target is calculated through the positional relationship between the referred elements. The target positioning algorithm without control points generally requires four basic coordinate systems, which are the earth coordinate system, the geographic coordinate system, the aircraft coordinate system, and the camera coordinate system. The position of a space point in different coordinate systems can be calculated by the transformation matrix    C A B   . Equation (1) represents the transformation matrix of a point whose coordinate value is   (  X A  ,  Y A  ,  Z A  )   from the A coordinate system to the B coordinate system [14].


          X B         Y B         Z B        =        X A         Y A         Z A        ×  C A B    ,    C B A  =   (  C A B  )   − 1     



(1)







The earth coordinate system is also known as the earth-centered and earth-fixed system (ECEF). Since the earth’s shape is an irregular sphere, an approximate mathematical model needs to be built to describe it. The positioning algorithm mainly uses the ellipsoid model exploited in the WGS-84 coordinate system (World Geodetic System-1984) as the earth model, which is declared by the 17th Congress of the Union of Geodesy and Geophysics. It proposed a series of parameters defined as follows [17,19].



Earth ellipsoid model:


     x 2     R e 2    +    y 2     R e 2    +    z 2     R p 2    = 1  



(2)







The first eccentricity of the earth ellipsoid (e):


  e =       R e  2  −   R p  2       R e     



(3)







When the latitude is  φ , the radius of curvature of the unitary circle is as follows:


   R n  =    R e      1 −  e 2    sin  2  φ      



(4)




where    R e    is the semi-major axis,    R e  = 6 , 378 , 137   m  ,    R p    is the semi-minor axis,    R p  = 6 , 356 , 752   m  .



The origin of the ECEF coordinate system is at the earth’s center of mass, the X-axis points to the intersection of the equator and the prime meridian, the Z-axis points to the geographic North Pole, and the Y-axis and the other two axes form a right-handed coordinate system [12,63,64].



The GPS/POS carried by aircraft or camera can upload its attitude and position information (λ, φ, h). According to Equation (5) [17], the position of the camera in the earth coordinate system   (  X E  ,  Y E  ,  Z E  )   can be presented as


         X E         Y E         Z E        =       (  R n  + h ) cos φ cos λ       (  R n  + h ) cos φ sin λ       (  R n  ( 1 −  e 2  ) + h ) sin φ        



(5)







Using Equation (5) to solve the longitude and latitude through the earth coordinates will involve the solution of transcendental equations, so the accurate analytical solution cannot be directly obtained, and the solution process is also complicated. On the other hand, the commonly used methods for calculating geographic location information mainly include the direct method, iterative method, and quartic equation method. Among them, the iterative method is relatively simple to calculate and has high accuracy. The iterative algorithm described by Equations (6) and (7) can ensure that the latitude error is less than 0.0001 and the height accuracy reaches 0.001 m when the number of iterations is more than four times [63].


       N 0  =  R e       h 0  =   [   (  x T  )  2  +   (  y T  )  2  +   (  z T  )  2  ]   1 / 2   −   (  R e   R p  )   1 / 2        φ 0  = arctan      z T  [ ( 1 −  e 2  )  N 0  +  h 0  ]     [   (  x T  )  2  +   (  y T  )  2  ]    1 / 2    (  N 0  +  h 0  )          



(6)






       N i  =    R E      ( 1 −  e 2    sin  2   φ  i − 1   )    1 / 2           h i  =     [   (  x T  )  2  +   (  y T  )  2  ]    1 / 2      cos  φ  i − 1     −  N  i − 1        φ i  = arctan      z T  [ ( 1 −  e 2  )  N  i − 1   +  h  i − 1   ]     [   (  x T  )  2  +   (  y T  )  2  ]    1 / 2    (  N  i − 1   +  h  i − 1   )          



(7)







   N 0  ,  H  0 ,    φ 0    are the initial parameter of iteration. Longitude can be calculated directly from the earth’s coordinates. The conversion equation and positive–negative relationship are shown in Equation (8).


     (  λ P  )  0  = arctan (    x P E     y P E    )   ,    λ P  =         (  λ P  )  0         x T  > 0         (  λ P  )  0  + π        x T  < 0 ,    λ 0  < 0         (  λ P  )  0  − π        x T  < 0 ,    λ 0  > 0         



(8)







The origin of the geographic coordinate system is situated at the local positioning station (aircraft or airborne camera), and the positioning station is regarded as a mass point A when establishing the geographic coordinate system. Depending on the direction of the coordinate axis, the coordinate system type can be classified into the north-east-down (NED) coordinate system and the east-north-up (ENU) coordinate system. In the NED Coordinate System, with the aircraft as the origin A, the   A − N   axis and   A − E   axis point to due north and due east, respectively, and the   A − D   axis points to the center of the earth along the ellipsoid normal. The relationship between the geographic coordinate system and the earth coordinate system is revealed in Figure 3, and the conversion relationship is presented in Equation (9).


   C  E C E F   N E D   =      1   0   0   0     0   1   0   0     0   0   1     R n  + h      0   0   0   1      ×       − sin φ    0    cos φ    0     0   1   0   0      − cos φ    0    − sin φ    0     0   0   0   1      ×       cos λ     sin λ    0   0      − sin λ     cos λ    0   0     0   0   1   0     0   0   0   1      ×      1   0   0   0     0   1   0   0     0   0   1     R n   e 2  sin φ      0   0   0   1       



(9)







The origin of the aircraft coordinate system (A) is the same as the origin of the geographic coordinate system. The X-axis points to the nose, the Y-axis points to the right wing, and the Z-axis is vertical to the plane of the carrier plane. During the flight, the three-axis attitude is roll (φ), pitch (θ), and yaw (ψ), respectively. When the attitude angles of the three axes are all zero, the coordinate system of the carrier aircraft completely coincides with the geographic coordinate system. The relationship between the carrier coordinate system and the geographic coordinate system is shown in Figure 4, where LOS represents the direction of the camera’s visual axis (line of sight). The transformation matrix between the carrier coordinate system and the geographic coordinate system is indicated in Equation (10) [64].


   C  N E D   A C   =      1   0   0   0     0    cos φ     sin φ    0     0    − sin φ     cos φ    0     0   0   0   1      ×       cos θ    0    − sin θ    0     0   1   0   0      sin θ    0    cos θ    0     0   0   0   1      ×       cos ψ     sin ψ    0   0      − sin ψ     cos ψ    0   0     0   0   1   0     0   0   0   1       



(10)







The origin of the camera coordinate system (C) mostly is the projection center of the camera optical system    S O   . The    Z C    axis is the main optical axis and    S O   Z C    points to the detection target when the target is imaged at the center of the detector. Modern aerial cameras are usually installed in a two-axis frame consisting of two universal shafts. Therefore, when the camera works, there are inner and outer frame angles    θ  p i t c h     and    θ  r o l l     as shown in Figure 5. The transformation matrix of the camera coordinate system and the aircraft coordinate system is given in Equation (11).


   C  A C  C  =       cos  θ  p i t c h      0    − sin  θ  p i t c h      0     0   1   0   0      sin  θ  p i t c h      0    cos  θ  p i t c h      0     0   0   0   1      ×      1   0   0   0     0    cos  θ  r o l l       sin  θ  r o l l      0     0    − sin  θ  r o l l       cos  θ  r o l l      0     0   0   0   1       



(11)








2.3. Target Positioning Algorithm Based on Earth Ellipsoid Model


Early target geo-location algorithms assume the target area as a complete plane, ignoring the influence caused by geodetic elevation and the curvature of the earth to the localization results [12]. To tackle this challenge, a method is given in the following. As shown in Figure 6, when the aerial camera acquires the target image, it will be projected on the focal plane of the detector. The detector of an airborne camera in most cases is made of charge-coupled devices (CCD). If the size of a single pixel of the CCD is a, and the focal length of the camera optical system is f, then the projected position of the target point in the camera coordinate system can be described by Equation (12).


    T s  ′  =   [ m × a , n × a , − f , 1 ]  T   



(12)







Based on auxiliary coordinate systems described above, the coordinates of the target projection point in the earth coordinate system     T E  ′    can be expressed as Equation (13) according to the coordinate rotation transformation theory [13,14].


    T E  ′  =         x T  ′          y T  ′          z T  ′       1      =  C  N E D   E C E F   ×  C  A C   N E D   ×  C S  A C   ×   T S  ′   



(13)







If the origin of the camera coordinate system is    O S  =   [  x S  ,  y S  ,  z S  ]  T   , the coordinates of the target in the earth coordinate system     [  x T  ,  y T  ,  z T  ]  T    should be located on the line Equation (14) established between the camera system center and the target projection point.


     x T  −  x S     x T ′  −  x S    =    y T  −  y S     y T ′  −  y S    =    z T  −  z S     z T ′  −  z S     



(14)







If the altitude of the target is    h T   , the earth ellipsoid equation at this area can be written as


      x T  2      (  R e  +  h T  )  2    +     y T  2      (  R e  +  h T  )  2    +     z T  2    (  R e  +  h T  ) ×   ( 1 −  e 2  )    1 / 2      = 1  



(15)







The coordinates of the target in the earth coordinate system can be calculated by combining Equations (14) and (15). Obviously, there should be two sets of analytical solutions to the equation, and the set of solutions closer to the camera is the true position of the target [15,16].



This kind of algorithm has been widely used in the 1990s and the beginning of the 21st century. It realizes the positioning only by the angle, solves the influence of the curvature of the earth on the target positioning results, and is the basis of the follow-up research in the field of target positioning. The equipment with the highest positioning accuracy using this method is the Global Hawk UAV. Depending on the high-precision angle sensor, Global Hawk can control the positioning error within 20 m (imaging distance 18 km) by using the target positioning algorithm based on the earth model [13].



The target geo-location algorithm based on the earth ellipsoid model is simple to calculate and can be directly used for location when the accuracy requirement is not high enough. The algorithm is extremely affected by the elevation error because the algorithm needs the average elevation information in advance and regards it as the reference height of the target; this leads to large position errors in areas with huge topographic relief.




2.4. Target Location Algorithm Based on Digital Elevation Model


In an area with complex terrain, it is impossible to acquire the geodetic elevation information of the target in advance. In this situation, the positioning algorithm of the ground target based on the earth’s ellipsoid model is shown in Figure 7a. It can be seen that the geodetic height error of the target will cause huge positioning errors. To solve this problem, the digital elevation model (DEM) is used to replace the earth ellipsoid model, as figured in Figure 7b.



The accuracy of DEM model is the core of this algorithm. There are mainly three ways to obtain DEM data: (1) Measuring on the ground by a hand-held GPS measuring instrument or total station; (2) Obtaining remote sensing images through photoelectric equipment and remote sensing technology, while carrying out three-dimensional reconstruction; (3) Using high-precision equipment such as radar and laser scanner to obtain elevation information like the 3D point cloud [65,66,67,68,69,70,71].



This paper gives the basic model of the DEM-based iterative target location algorithm. The positioning principle is contained in Figure 8, and the specific process can be divided into five steps:




	(1)

	
Estimate the geographical location of the target and extract the digital elevation information of the target area from DEM data;




	(2)

	
Initialize the number of iterations and calculate the maximum height    H i  =  H  max     of the target area;




	(3)

	
The localization method based on the earth ellipsoid model initializes the localization of the target, and the localization result is      φ i  ,  λ i  ,  H i     ;




	(4)

	
Find the geodetic height information with longitude and latitude      φ i  ,  λ i      through DEM data and record it as    h i   ;




	(5)

	
Compare    h i    and    H i   , if    h i  <  H i   , continue the iteration and let    H i  =  H  i − i   −  ε h   , if    h i  >  H i   , output the target positioning result      φ i  ,  λ i  ,  H i     .









Without the control points, terrain undulation is always one of the difficult problems of remote target location. The terrain model represented by DEM is introduced into the target location algorithm to make up for this deficiency. When the load and carrier conditions permit, the positioning accuracy in mountainous areas is greatly improved, and the use direction of DEM model is expanded.




2.5. Active Positioning Algorithm Based on Laser Ranging Sensor


In order to acquire the terrain information of the target and solve the problem that the positioning algorithm based on the earth’s ellipsoid model is too affected by the elevation, plenty of active positioning algorithms have been developed [19,20,21,22,23,24,25]. This type of algorithm mainly relies on ranging equipment such as laser range finder (LRF) to compute the distance between the camera and the target point, and calculates based on the positional relationship between the object images. The accuracy of the algorithm depends on the precision of the range finder. Since positioning models are built in various ways, there are some differences in the method of calculating the position of the target.



In the ideal imaging process of the aerial camera, the spatial relationship among the target, the target’s projection point, and the detector focal plane is illustrated in Figure 9. Since the distance between R the target and the optical system center of the camera is much greater than the focal length of camera, the distance between the target point projected position and camera coordinate system origin can be approximately recorded as the focal length f [26]. Furthermore, the position of the target in the camera coordinate system    T E S    can be calculated according to Equation (16).


   Q 1  =       − R / f    0   0   0     0    − R / f    0   0     0   0    − R / f    0     0   0   0   1      ,  T E S  =  Q 1   T s   



(16)







Therefore, the position of the target in the camera coordinate system can be directly derived by using a laser range finder, and the position information of the target in the earth coordinate system can be directly deducted only by using the coordinate transformation matrix.



The above-mentioned method carries out a lot of approximation processing, which affects the positioning accuracy. Xu proposed another more refined mathematical model than the LRF [22]. According to the geometric relationship of the aerial camera imaging model, the proportional relationship between the position of the target and the projection point is used for solution calculation with the distance information provided by the laser range finder as an input parameter.



The imaging model of the aerial camera with area array CCDs as the detector is indicated in Figure 10.    M 1    is the object plane and    M 2    is the image plane.  P  is defined as the projection of the target  A  on the image plane.  S  means the camera coordinate system, and  g  denotes the geographic coordinate system. The distance between the camera and the target  R  can be gained by measuring the distance of the target through the airborne laser range finder. Under this model, the coordinates in the camera coordinate system of the target point can be described by Equation (17), and the position of the target in the earth coordinate system can also be calculated by using coordinate transformation [19,22].


         X s  =    x w  × R × cos ρ   cos ω ×     x w  2  +   y w  2  +  f 2             Y s  =    y w  × R × cos ρ   cos ω ×     x w  2  +   y w  2  +  f 2             Z s  =   R × cos ρ × f   cos ω ×     x w  2  +   y w  2  +  f 2             



(17)







The above two algorithms for positioning using a laser range finder directly calculate the position of a target in the camera coordinate system without solving the position through the collinear equation, leading to the outcome no longer being affected by the target elevation error. The improvement of precision and miniaturization of laser rangefinders make this kind of algorithm applied in engineering. This kind of algorithm also promotes research in the field of active positioning. It has certain reference significance with SLAM, 3D point clouds, and laser point clouds, and can be extended to industrial scenes such as robots and robot arms. Generally speaking, these algorithms are mostly applied to military equipment because it is usually difficult to carry laser rangefinders with sufficient accuracy in small civil UAVs.



However, distance limitation restricts the LRF’s further application. To be specific, the effective working distance of the LRF is in most cases limited within 20–30 km to ensure accuracy. With the development of aerial cameras for high-altitude and long-distance imaging, the positioning algorithm based on ranging equipment cannot meet the demand of target positioning with an image distance of more than 50 km.




2.6. Target Location Algorithm Based on Single-Machine Two-Point Measurement or Double-Machine Intersection Measurement


The intersection measurement algorithm is proposed to solve the issue that the single-machine and single-point measurement is greatly affected by random errors. The traditional two-point intersection positioning algorithm generally relies on the angle sensor carried by the camera to obtain the shooting angles at different times and calculates in the earth coordinate system through the equation of LOS.



As shown in Figure 11, the two points A and B represent different positions of a same target shot by an airborne camera. The respective target LOS pointing vectors (   L  C i    ) can be obtained by angle information through the projection position of the target on the CCD, and its cosine of direction can be expressed in the camera coordinate system by Equation (18) [33,34,35,36], where x and y are the coordinate values of target projection point on the camera coordinate system.


   L  C i   =        x 2       x 2  +  y 2  +  f 2      ,    y 2       x 2  +  y 2  +  f 2      ,    f 2       x 2  +  y 2  +  f 2      , 1    T   



(18)






   L  E i   =        l  E i          m  E i          g  E i        1      =  C  N E D   E C E F   ×  C A  N E D   ×  C C A  ×  L  C i    



(19)







In addition, the actual position of aircraft or cameras in the earth coordinate system can be directly calculated by Equation (5) and the position information provided by the GPS/POS system. Combined with the direction vector in the earth coordinate system (   L  E i    ) provided by Equation (19), two target line-of-sight equations can be constructed, as shown in Equation (20) [35,37].


   L i  :   x −  x i     l  E i     =   y −  y i     m  E i     =   z −  z i     g  E i     =  t i  , i = 1 , 2  



(20)







LOS is rotationally invariant in space. The intersection of the two LOS equations is the position of the target in the ECEF coordinate system. Therefore, the coordinate value of the target can be calculated by the following equation.


         T E  = (  x 1  +  l  E 1   t ,  y 1  +  m  E 1   t ,  z 1  +  n  E 1   t )         t =    m  E 2   (  x 2  −  x 1  ) −  L  E 2   (  y 2  −  y 1  )    l  E 1    m  E 2   −  l  E 2    m  E 1            



(21)







The positioning algorithm of the single-machine two-point intersection can also reduce the influence of the elevation error, and it selects the angle information as parameters for calculation, which is not limited by imaging distance. However, this type of positioning algorithm can only locate the fixed target on the ground; once the target moves, the positioning accuracy will be greatly decreased.



For dealing with this issue, the positioning algorithm for double-aircraft intersection measurement is established by using two aerial cameras to co-locate the same target at positions A and B, which can gain all the parameters required by the intersection positioning algorithm in real-time, and then calculate the target position [37,38,41]. Therefore, the double-machine intersection positioning algorithm will not be affected by target movement, which shows better performance in real-time situations than that of the single-machine algorithm. In addition, since this method does not require the coordination of the ellipsoid model, it can also be applied to aerial targets such as airplanes or airships.



When the laser rangefinder and SAR fail to achieve real-time fusion with the positioning algorithm, the intersection of single machine multi-point measurement is an effective means to improve the target positioning accuracy. With the rapid development of UAV, UAV formation further improves the positioning accuracy of this kind of algorithm, which is widely used in environmental monitoring, disaster rescue, and other fields. It can achieve large-scale search and high-precision positioning through small UAV formation.



However, the cost of double-machine intersection positioning algorithms is high, and two aerial cameras perform photogrammetry on the same area, which reduces work efficiency. Moreover, the timing requirements for the two cameras are relatively high since the target is required to be photographed at the same time. The intersection algorithm only considers the theoretical angle intersection, ignoring the random errors generated by the working cameras, which will lead to the lines of sight failing to meet at one point, resulting in an inaccurate positioning model. Hence, it is necessary to use the data processing theory such as the least square method to process the positioning data subsequently to improve the positioning accuracy. Noticeably, the actual positioning accuracy will be lower than the theoretical positioning accuracy.




2.7. Filter Positioning Algorithm Based on Single-Machine Multiple Measurements


With the development of high-altitude oblique imaging aerial cameras, the camera can not only image the target, but track the target and continuously acquire target images through multiple shoots. During the tracking process, a large amount of data can be obtained, so the algorithm tracks and positions the motion target by using filter algorithms, which tend to be proposed and applied in corresponding engineering projects [42,43,44,45,46,47,48,49,50].



In addition to the typical filter positioning algorithms like Kalman Filter (KF) and extended Kalman filter (EKF), a filter localization algorithm for stationary targets will be presented in this section. In the process of multiple measurements of the target by the aerial camera, the state quantity of the system is regarded as the geographical position of the target, then the state equation and measurement equation of the system can be expressed as Equation (22) [46,47],


         X  k + 1   =  ϕ  k + 1 , k    X k  +  W k         Z k  = h (  X k  ) +  V k         



(22)




where    X k    is the initial position information of the target, which can be obtained by the positioning algorithm based on the earth ellipsoid model.    W k    and    V k    are zero-mean white Gaussian noise, which are uncorrelated and represent systematic and random noise, respectively. Since the target is fixed, the state transition matrix    ϕ  k + 1 , k     and the covariance matrix    Q k    of the systematic error can be expressed as Equation (23).


   ϕ  k + 1 , k   =      1   0   0     0   1   0     0   0   1      ,  Q k  =      0   0   0     0   0   0     0   0   0       



(23)







The positioning algorithm for calculating and finding the target location can be transformed into an algorithm for calculating the optimal estimation multiple times according to the state equation and measurement equation of the system. The Kalman filter is generally divided into two steps. The first is the prediction of state and mean square error, as shown in Equation (24), where X is the system state and P is the mean square error.


   X  k + 1 | k   =  ϕ  k + 1 , k    X k  ,  P  k + 1 | k   =  ϕ  k + 1 , k    P k  +  Q k   



(24)







The second step of the filtering algorithm is to update the system state, as shown in Equation (26), where K is the filtering gain and I is the identity matrix.


         K k  =  P  k + 1 | k    H  k + 1  T    [  H  k + 1    P  k + 1 | k    H  k + 1  T  +  R  k + 1   ]   − 1          X  k + 1   =  X  k + 1 | k   +  K  k + 1   [  Z  k + 1   − h (  X  k + 1 | k   ) ]        P  k + 1   = [ I −  K  k + 1    H  k + 1   ]  P  k + 1 | k          



(25)







Therefore, the state estimator    X k    at time  k  can be derived by recursive calculation through the initial state estimator    X 0    and its covariance matrix    P 0    and the observation    Z k    at time  k , where    X k    means the position of the target [48].



As mentioned above, the Kalman filter algorithm can be used for the high-precision positioning of stationary targets. However, considering that most of the error sources are random errors, the system state should be nonlinear. Meanwhile, the Kalman filter is a linear filtering algorithm, so position accuracy cannot be guaranteed. In order to solve this issue, scholars have explored many target localization algorithms based on nonlinear filters, such as Extended Kalman Filter (EKF), unscented Kalman Filter (UKF), and Particle Filter (PF), to improve the stability of the filter positioning algorithm.



Target tracking is one of the important requirements in the remote sensing field. A target location algorithm based on filtering is one of the most efficient and reliable options. The research of related algorithms has also expanded from static targets to mobile targets and multi-target monitoring. In addition to the initial application to Earth observation, similar algorithms have also been applied to space exploration fields such as space-based target tracking and debris monitoring. The nonlinear filtering algorithms perform well in locating the motion target and also play significant roles in the tracking and shooting works if the target velocity is regarded as the second system state equation.



The issue of the filtering positioning algorithms is its low efficiency, which means these algorithms cannot be applied to the target positioning problem of a single image. Thus, tracking and measuring the target in a long stage is necessary to ensure the feasibility of nonlinear filtering algorithms. The advantages and disadvantages of typical algorithms are analyzed, as shown in Table 1.





3. Error Analysis Model and Influencing Factors of Positioning Algorithm


3.1. Simulation Analysis Method and Evaluation Index of Positioning Algorithm


Carrying out simulation analysis, which establishes models to assess different algorithms’ performances in most situations, is crucial before the actual flight test. In this section, the total differential method and Monte Carlo method will be discussed as the error analysis methods [74,75,76,77,78,79,80,81,82,83,84,85,86,87].



3.1.1. Total Differential Method


Total differentiation is a method of researching the state of a system when the state of the independent variables of a multivariate function changes [74,75]. Because the calculation process of target positioning is indirectly calculating the target geographical position through various parameters, it can usually be described by a multivariate function composed of multiple elementary functions, which can be expressed by Equation (26).


  y = f (  x 1  ,  x 2  , ⋯ ,  x n  )  



(26)







In the equation, parameters    x 1  ,  x 2  , … ,  x n    represent the position, angle, and distance information required by the target positioning algorithm, and y is the indirect measurement value, which represents the positioning result. For a multivariate function, the increment of the function can be represented by the total differential; the increment of the above function is:


  d y =   ∂ f   ∂  x 1    d  x 1  +   ∂ f   ∂  x 2    d  x 2  + ⋯ +   ∂ f   ∂  x n    d  x n  .  



(27)







The systematic and random error of each direct measurement value can be expressed as   Δ  x 1  , Δ  x 2  , ⋯ Δ  x n   , and these errors can be regarded as small values to replace the differential component in Equation (27). Therefore, the approximation error   Δ y   of the system can be calculated by Equation (28).


  Δ y =   ∂ f   ∂  x 1    Δ  x 1  +   ∂ f   ∂  x 2    Δ  x 2  + ⋯ +   ∂ f   ∂  x n    Δ  x n  .  



(28)







Obviously, the positioning error of the target consists of longitude, latitude, and altitude. In the ECEF coordinate system, the target coordinate error is equivalent to the target latitude–longitude error during the process of error analysis. According to the mathematical model of the target positioning algorithm, the positioning error components of the X-axis (   M X   ) and Y-axis (   M Y   ) directions of the target in the ECEF coordinate system can be obtained as shown in Equations (29) and (30).


   M X  =      (   ∂ X   ∂  X s    δ  X s  )  2  +   (   ∂ X   ∂  Z s    δ  Z s  )  2  +   (   ∂ X   ∂  Z A    δ  Z A  )  2  +   (   ∂ X   ∂ θ   δ θ )  2  +   (   ∂ X   ∂ γ   δ γ )  2  +   (   ∂ X   ∂ φ   δ φ )  2  + ⋯     



(29)






   M Y  =      (   ∂ Y   ∂  Y C    δ  Y C  )  2  +   (   ∂ Y   ∂  Z s    δ  Z s  )  2  +   (   ∂ Y   ∂  Z A    δ  Z A  )  2  +   (   ∂ Y   ∂ θ   δ θ )  2  +   (   ∂ Y   ∂ γ   δ γ )  2  +   (   ∂ Y   ∂ φ   δ φ )  2  + ⋯     



(30)







The error in the Z-axis direction is only related to the altitude, so it can be found as:


   M Z  = δ H .  



(31)







According to the error synthesis theory [16,74], the positioning error M of target can be defined as


  M =    M X 2  +  M Y 2  +  M Z 2    .  



(32)







Although the traditional total differential method can perform error analysis, the calculation method is too complicated, time-consuming, and the accuracy fluctuates far from satisfactory.




3.1.2. Monte Carlo Method


With the development of computer technology, the Monte Carlo method is gradually used in error analysis, and its accuracy and calculation speed are both better than that of the total differential method. It is also known as the statistical simulation method and is an approximate calculation method based on the theory of probability and statistics, which uses a computer to generate pseudo-random data that meets the requirements to replace the actual data that is difficult to obtain. The original Monte Carlo idea came from a large number of practical experiments. With the improvement of computer calculation power, scholars now increasingly realize the random process required by the algorithm can be satisfied through the computer simulation environment.



For the simulation requirements of the target positioning algorithm, the Monte Carlo method can unify various random errors into one model without differential approximation calculation and error synthesis. The random error generated in the process of target positioning usually obeys the normal distribution, which can be used to generate corresponding pseudo-random number sequences by computer for simulation analysis. The general form of the error analysis model of the positioning algorithm established by the Monte Carlo method is shown in Equation (33) [85,86].


  Δ y = f ( x + Δ  x 1  ,  x 2  + Δ  x 2  , … ,  x n  + Δ  x n  ) − f (  x 1  ,  x 2  , … ,  x n  )  



(33)







In the equation,   Δ y   is the error of the function value y, which represents the distance between the result calculated by the target positioning algorithm and the actual position of the target.    x 1  ,  x 2  , … ,  x n    is the measured value of each angle or distance parameter,   Δ  x n    is the random error conforming to the normal distribution, indicating various errors that tend to occur when the aerial camera actually works (aerial carrier position error, frame angle error, attitude angle error). The result of Equation (33) is equivalent to the positioning distance error calculated by Equation (34), which means the distance between two points in space. In Equation (35),    T E R  =        x r       y r       z r          is the reference coordinate value of the target in the earth coordinate system, indicating the real position of the target, and    T E S  =        x s       y s       z s          is calculated by the positioning algorithm in the simulation environment Targeting results.


  d =     (  x r  −  x s  )  2  +   (  y r  −  y s  )  2  +   (  z r  −  z s  )  2     



(34)








3.1.3. Evaluation Indicators for Target Positioning Algorithms


For the data acquired by simulation analysis, an evaluation index needs to be selected to evaluate the effectiveness of the algorithm. When performing multiple simulation experiments on the target, the obtained positioning result will be randomly distributed near the real position of the target due to the influence of systematic errors and random errors. The distance between the positioning result and the target position reference value is the positioning error. Considering multiple positioning errors as a number array, the evaluation index of positioning accuracy can be developed by data processing.



There are three commonly used positioning accuracy evaluation indicators:



(1) Average positioning error    E A   , which refers to the average value of all positioning errors in a simulation experiment, can be calculated by Equation (35).


   E A  =     ∑  i = 1  n   Δ  y n     n   



(35)







(2) Positioning standard deviation    E  S T D    , which refers to the standard deviation of the positioning error array   ( Δ  y 1  , Δ  y 2  , … , Δ  y n  )  , as shown in Equation (36).


   E  S T D   =       ∑  i = 1  n   (  y i  −  y ¯  )     n − 1      



(36)







(3) The circle probability error    E  C E P 50    , refers to the radius of the circle centered on the target’s true geographic location and containing 50% of the positioning results. Its general form is shown in Equation (37) [88,89,90].


   1  2 π  σ x   σ y    1 −  ρ 2         ∬   x 2  +  y 2  ≤  R 2     exp { −  1  2 ( 1 −  ρ 2  )      [     ( x −  μ x  )  2     σ x 2    −   2 ρ ( x −  μ x  ) ( y −  μ y  )    σ x   σ y    +     ( y −  μ y  )  2     σ y 2    ] }  d x   d y  = 0.5 .  



(37)







The radius value, which is the circle probability error, can be calculated from formula 37. Considering the calculation of Equation (37) is too complicated, another simplified calculation method is given in Equations (38) and (39), which decomposes the positioning result data into X-axis and Y-axis components.


   σ x  =       ∑  i = 1  n   (  x i  −  μ x  )     n − 1     ,  σ y  =       ∑  i = 1  n   (  y i  −  μ y  )     n − 1     .  



(38)







In the positioning algorithm, the results of the X-axis and Y-axis components are both independent, which have different standard deviations due to random errors. Equation (39), which illustrates the quantum relationship between circular probability error and standard deviation, can be derived from Equation (37) through polar coordinates transformation and probability density formula.


   E  C E P   = 0.589 (  σ x  +  σ y  ) .  



(39)







The accuracy of the positioning algorithm has a negative correlation to the values of the three evaluation indicators. For different situations, it is significant to select appropriate indicators to analyze the positioning algorithm. In general, the circular probability error    E  C E P 50     is more in line with the actual positioning error, which includes more than half the positioning result. Therefore,    E  C E P 50     is widely used as an evaluation index in the positioning error analysis process. Unless otherwise specified, the position errors mentioned below all refer to    E  C E P 50    .





3.2. Influencing Factors of Positioning Algorithm Accuracy


The error factors affecting the positioning algorithm are mainly divided into systematic error and random error. Systematic errors can be compensated by camera calibration in the laboratory. Therefore, the random error caused by the measurement of various sensors is the main factor. Scholars have conducted extensive research on the error sources of the positioning algorithm. Table 2 briefly introduces some common error terms and their distribution [91,92,93,94,95].



Different positioning models are corresponding to various error terms, which affect the accuracy of the positioning algorithm. Therefore, adding error terms based on the actual algorithm situation to error models is important, which is established during the simulation analysis. If the camera does not carry a laser rangefinder, then there is no laser ranging error; some aerial cameras carry a POS system that is rigidly connected to itself, so there is no vibration error from shock absorbers.



Meanwhile, the same error source has different weights for different positioning models. For positioning algorithms based on the earth ellipsoid model, the error of sight pointing and target elevation are the primary error sources. For the laser range finder position algorithm, the accuracy of the LRF has a greater impact than other error sources. Taking the earth’s ellipsoid model positioning algorithm as an example, Figure 12 illustrates the relationship between positioning error and imaging angle error when the airborne camera position is (35° N, 110° E, 7000 m). It is obvious that positioning error shows a positive correlation with measurement error, and positioning accuracy is significantly influenced by the measurement accuracy of angle.



The algorithm, positioning a target by imaging angle alone, is incapable to deal with the impact of the target’s elevation error, which means it is highly affected by topographic relief, as shown in Figure 13. Consequently, giving a predicted value of the target’s height to this algorithm before calculating is crucial.



In addition to the main error items shown in Table 2, many small error sources are ignored in the traditional positioning algorithm analysis. For example, the LOS error generated by the fast reflector in the optical system has not been considered. Moreover, the influence of the atmospheric environment on the positioning results is usually overlooked. The complex imaging environment will lead to image distortion, which usually brings neglected localization error in positioning algorithms. Figure 14 is a schematic diagram of the positioning error caused by image distortion. It can be concluded that the positioning error increases steadily along with the growth of distortion rate. When the image edge distortion rate reaches 0.06, the positioning error will be as high as 70 m. Correspondingly, the error caused by the synthesis of traditional error terms is about 75 m [96].



Most of the existing algorithms or theories are aimed at the height error caused by topographic relief, and do not take the height of target itself into consideration. In fact, aerial remote sensing images are the projection of a three-dimensional region on a two-dimensional plane. A single aerial image cannot directly provide the height information of the object itself, and most existing examples of research neglect this issue.



A building target positioning algorithm based on target detection and base point selection is proposed in paper [97], and the related errors are analyzed. Figure 15 illustrates the simulation results of a traditional algorithm with building heights from 10 m to 100 m. In specific, the X-axis in the figure is the height of building target, and the Y-axis represents the average positioning error. It can be clearly found that the target height and imaging angle are directly corresponding to the positioning error. For instance, the positioning error (the spatial distance error) reaching 63 m will be generated under the condition of a 65° imaging angle when applying the traditional positioning algorithm with only a 10 m height of the building. On the other hand, under the same imaging angle and random error conditions, the positioning error is about 39 m if the target is on the ground. Moreover, when the tilt angle reaches 70 degrees, the error value will increase by nearly 90 m, and the positioning error will be as high as 126 m when the target height is 80 m.



However, although the algorithm can reduce the impact of the target height on the positioning results to a certain extent, the accuracy of the algorithm still needs to be improved because the detection algorithm can only provide a rectangular detection box and the detection rate is not 100%.



Similarly, the impact of the atmosphere on the imaging environment will also significantly lead to the deviation between the imaging visual axis and the ideal visual axis. There is no perfect work to analyze the impact of the atmosphere on positioning, so it is necessary to establish an appropriate atmospheric analysis model to reduce its impact. With the introduction of various algorithms in the field of artificial intelligence into the target location process [98,99,100,101,102,103,104,105,106], the corresponding error factors also need to be dealt with in error analysis and simulation test. In addition, the positioning process using the target detection algorithm should focus on the detection accuracy and the coincidence rate between the detection box and the real label. The use of a 3D reconstruction algorithm should focus on the significant impact caused by the load body position and the LOS control deviation. For remote sensing images involving image super division and registration, the real projected pixel position of the target must be considered. The main potential error factors that have not been considered or analyzed are shown in Table 3.





4. Discussion


This section will briefly summarize the future development direction of localization algorithms; the positioning accuracy can be further improved in the following four directions:



(1) More accurate target positioning model. The positioning algorithm calculates the geo-location of the target through the imaging angle and imaging distance, which directly affect the positioning accuracy, so improving the accuracy of various sensors is a feasible way to reduce positioning error. In addition, whether the mathematical model of the algorithm is perfect will also affect the positioning accuracy. Due to the complexity of the aerial camera structure, adding auxiliary coordinate systems such as the base coordinate system or the mirror coordinate system, and establishing a more refined mathematical model are significant for improving the positioning algorithm of different camera structures. This paper verifies this view through a simulation model. On the basis of the traditional basic model, the camera coordinate system origin correction matrix, the damper auxiliary coordinate system, and the quick reflector coordinate system are gradually added to analyze the change in the positioning error. The positioning error of the basic model is about 67.8 m, and after adding a variety of auxiliary coordinate systems, it will approximate 58.2 m. Therefore, the results illustrate that the positioning accuracy of the algorithm is progressively improved, as shown in Figure 16.



Some studies [17,22,25,39] add auxiliary coordinate systems such as the base coordinate system and the reflection coordinate system according to the actual situation to optimize the unique structures of different aviation photoelectric loads. It has improved the positioning accuracy by about 12–23% compared with relying only on the basic coordinate system, which proves that a more accurate positioning model can play a very good optimization effect in the case of fixed cameras.



(2) Random error correction matrix or equation. At present, the optimization research of positioning algorithms focuses on trying to reduce the influence of random errors. Various filtering algorithms are aimed at the problem of excessive random errors in positioning algorithms. This paper also analyzes the filtering method by using the simulation environment. For the application scenario of uniform moving target location, the basic location model and EKF-based target location algorithm are used to calculate the target position. As shown in Figure 17, due to the random error, the basic model must obtain the target position with an unstable error, and it is difficult to build a stable target motion state and route. Incorporating the EKF algorithm into the target location model can effectively reduce the impact of random errors, and the calculated route is basically consistent with the actual route of the target.



The existing research [42,43,44,45,46] shows that the algorithm based on KF, EKF, or UKF can improve the target positioning accuracy of UAV to less than 20 m, which proves the effectiveness of the filtering positioning algorithm under the premise of a large number of continuous observations. The algorithm of target re-projection or Google Earth reference image positioning proves the effectiveness of the error correction matrix. However, as mentioned in Section 2.6, the filtering algorithm inherently causes the low efficiency of the camera, which performs well for tracking the target. The challenge of how to eliminate or reduce the adverse effects of random errors in the positioning process for a single image remains to be addressed. Therefore, selecting an appropriate auxiliary coordinate system or adding a corrected rotation matrix and other solutions are necessary for reducing the influence of random errors of the positioning algorithm.



(3) Focus on error terms ignored by traditional algorithms. With the gradual reduction in the measurement errors of various angle and ranging sensors, the influence of error sources that are neglected by traditional algorithms will be more obvious, such as atmospheric environment, image distortion, and the height of the target itself. In the research work of papers [96,97], it is shown that in the case of high angle measurement accuracy, the target positioning accuracy can still be improved by more than 30% only by correcting distortion and target height. In addition, we found through simulation analysis that when the atmospheric environment causes the imaging LOS to deviate by 0.01°, the target positioning error will increase by more than 25.2 m (imaging distance is 10 km, imaging angle is 60°). Hence, these factors need to be taken into account in the algorithm in subsequent research, and the accuracy of the positioning algorithm can be improved by adding auxiliary coordinate systems, correcting the position of the projected point in the coordinate system, and adding a scale factor to correct the LOS equation.



(4) Combining the traditional algorithms together. The algorithms mentioned above can be fused to compensate for respective deficiency. For instance, scholars have greatly improved the precision of positioning algorithms by combining DEM models and filtering algorithms, fusing intersection algorithms and filtering models [55,56,63]. Some positioning algorithms that combine multiple models can improve the accuracy to within 5 m. However, it should be pointed out that most of these algorithms require multiple sets of image data at the same time and fail to achieve high accuracy positioning of a single image. This problem remains to be solved.




5. Conclusions


Aerial cameras mounted on various types of aircraft have unparalleled advantages in mobility and real-time performance. Relying on aerial cameras for high-precision geographic positioning of shooting targets is a hotspot in recent years and beyond. However, the detailed description and analysis of target location technology without control points in aerial remote sensing images is not perfect at present. Aiming at the target positioning problem without ground control points, this paper introduces several typical aerial camera-to-ground target positioning algorithms and analyzes the advantages and disadvantages of each algorithm according to their different mathematical models. Meanwhile, the error factors of the accuracy are briefly analyzed, and the often-ignored error terms that have great influence are summarized in the current positioning algorithm.



With the rapid development of aerial photogrammetry technology and the continuous improvement of task requirements, various directions emerge in the target positioning technology field. Nowadays, the research of positioning algorithms not only needs to improve the existing mathematical model, but also demands to analyze the error factors ignored in the traditional algorithm. In addition, establishing a corresponding mathematical model and selecting an appropriate correction algorithm for correction are also necessary. Moreover, intelligent remote sensing image processing algorithms represented by deep learning have become a new research hotspot. How to introduce related technologies such as target detection and image registration into the field of target positioning will be a research highlight in the future. Solving the inherent defects of traditional target positioning technology through intelligent algorithms will be one of the feasible means to significantly improve positioning accuracy.
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Figure 1. Number of papers and patents published each year. 
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Figure 2. Distribution of positioning foundation model. 
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Figure 3. Schematic of ECEF coordinate system and NED coordinate system. 
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Figure 4. Schematic of NED coordinate system and AC coordinate system. 
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Figure 5. Schematic diagram of camera coordinate system. 






Figure 5. Schematic diagram of camera coordinate system.



[image: Applsci 12 12689 g005]







[image: Applsci 12 12689 g006 550] 





Figure 6. Target projection point position. 
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Figure 7. Schematic diagram of target positioning results in areas with complex terrain. (a) Positioning results using the earth ellipsoid model; (b) Positioning results using DEM model. 
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Figure 8. Schematic of target location model based on DEM. 
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Figure 9. Schematic of positional relationship for target and target projection point in the camera coordinate frame. 
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Figure 10. Schematic of positional relationship for target and target projection point in the camera coordinate frame. 
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Figure 11. Two-point intersection positioning model. 
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Figure 12. Positioning errors caused by imaging angle error. 
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Figure 13. Positioning errors caused by target elevation error. 
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Figure 14. Schematic diagram of the positioning error caused by image distortion. 
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Figure 15. Schematic diagram of positioning error with building height. 
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Figure 16. Schematic diagram of positioning accuracy change. 
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Figure 17. Schematic diagram of moving target positioning result. 
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Table 1. Summary table of typical target localization algorithms.
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	Positioning Algorithm Basics
	Algorithm Advantages
	Algorithmic Disadvantages





	Earth Ellipsoid Model
	Single image long-distance positioning

Real-time processing capabilities

Well extensible and easy to modify
	Elevation information required

Too many error factors



	Digital elevation model
	Ability to calculate target elevation
	Too large of DEM data

Unstable calculation results



	LRF or SAR
	High positioning accuracy

Influence of angle error is small
	Limited working distance of LRF

Increase the load of the carrier



	Multipoint intersection measurement
	Reduce terrain error

High theoretical positioning accuracy
	Low positioning efficiency

complex calculation

Too high requirement for time accuracy



	wFiltering algorithm
	long-distance positioning

High positioning accuracy
	High time cost and low positioning efficiency

Only applicable to target tracking
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Table 2. Major Error Terms and Their Distribution.
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	Error Classification
	Error Distribution Form





	Camera Latitude
	normal distribution



	Camera Longitude
	normal distribution



	Camera elevation
	normal distribution



	Aerial carrier pitch angle
	normal distribution



	Aerial carrier roll angle
	normal distribution



	Aircraft yaw angle
	normal distribution



	Three-axis vibration error of shock absorber
	uniform distribution



	Image point position measurement error
	normal distribution



	Laser ranging error
	normal distribution



	Frame angle measurement error
	normal distribution
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Table 3. Analysis of often ignored errors.
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	Error Classification
	Error Influence





	Atmospheric scattering
	Visual axis pointing deviation



	Atmospheric turbulence
	Visual axis stability deviation



	Image distortion
	Target projection deviation



	Height of target
	Real position deviation



	Visual axis control accuracy
	Reprojection pointing deviation



	Target detection accuracy
	Pixel deviation of target to be located



	Accuracy of imaging register
	Homonymous point pixel deviation
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