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Abstract: In daily life, when taking photos of scenes containing glass, the images of the dominant
transmission layer and the weak reflection layer are often blended, which are difficult to be uncou-
pled. Meanwhile, because the reflection layer contains sufficient important information about the
surrounding scene and the photographer, the problem of recovering the weak reflection layer from the
mixture image is of importance in surveillance investigations. However, most of the current studies
mainly focus on extracting the transmission layer while often ignoring the merit of the reflection
layer. To fill that gap, in this paper, we propose a network framework that aims to accomplish
two tasks: (1) for general scenes, we attempt to recover reflection layer images that are as close as
possible to the ground truth ones, and (2) for scenes containing portraits, we recover the basic contour
information of the reflection layer while improving the defects of dim portraits in the reflection layer.
Through analyzing the performance exhibited by different levels of feature maps, we present the first
transmission removal network based on an image-to-image translation architecture incorporating
residual structures. The quality of generated reflection layer images is improved via tailored content
and style constraints. We also use the patch generative adversarial network to increase the discrimi-
nator’s ability to perceive the reflection components in the generated images. Meanwhile, the related
information such as edge and color distribution of transmission layer in the mixture image is used
to assist the overall reflection layer recovery. In the large-scale experiments, our proposed model
outperforms reflection removal-based SOTAs by more than 5.356 dB in PSNR, 0.116 in SSIM, and
0.057 in LPIPS.

Keywords: glass reflection; transmission removal; portrait identification; PatchGAN; perceptual loss

1. Introduction

An essential objective of computer vision is to extract information within an image
to enhance the perception of the world while satisfying the visual effect [1–6]. According
to the effect of the glass on the light, there is a significant difference in characteristic
information in the obtained images that are captured through a glass [7]. In natural scenes,
the mixture image with reflection usually contains two kinds of information: the dominant
transmission layer and the non-dominant reflection layer. Most existing methods treat
the reflection layer as noise, and their main goal is to recover the transmission layer from
the mixture image. However, the reflection layer is as important as the transmission layer
in many practical applications. The glass reflection information can be used to assist in
scene and photographer identification. For instance, in some subway stations, museums,
or jewelry stores with glass scenes, as shown in Figure 1a, the reflection images containing
the photographer’s facial features are more likely to be critical clues for surveillance
investigation. This paper focuses on recovering a clear reflection image via transmission
removal from the mixture image.
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Figure 1. Image shooting principle under an ambient light environment. (a) Real-world glass scenes
with reflections; (b) imaging principles; (c) reflection removal versus transmission removal.

Considering the influence of glass and combined with light analysis in the mixture
scene, a mixture image can be regarded as a superposition of the transmission layer and
reflection layer as

I = g(B) + f (R) = g(BC, BE, . . .) + f (R), (1)

where I represents a mixture image; g(·) and f (·) represent the changes of the object’s light
before it reaches the sensor, and are caused by many complicated factors and difficult to
be expressed in a specific mathematical formula; B represents the light from the actual
background image behind the glass, which contains the components such as the color
distribution BC and the edge information BE, and R represents the light from the reflection
scene image. Figure 1b shows the imaging principle under an ambient light environment,
where according to the object layer for reconstruction, i.e., B or R, the enhancement problem
of the mixture image with glass scene can be divided into two aspects: reflection removal
and transmission removal, as shown in Figure 1c. On the one hand, due to the high
transmittance rate of glass, in most occasions, g(B) is remarkably close to B, which makes
the transmission component dominate the mixture image I. In our method, we no longer
distinguish between g(B) and B, i.e., g(B)) = g(BC, BE, . . .) ≈ B = (BC, BE, . . .). On the
other hand, most of the reflection light R from the reflection scenes will pass through the
glass, and only a tiny amount will be reflected by the glass and captured by the camera,
which leads to f (R) < R. In general, f (R) is much less than g(B).

Since the extraction of f (R) is a regenerative process, we need to focus on generating
results that express more detailed information, including content and style, for further
analysis. In general, the content retains more distinct levels of the feature map than the
style. At the end of the generator network, we add a super-resolution (SR) module to
optimize and reconstruct high-quality details through a neural network via sampling from
the traditional method.

Incorporating the above-mentioned motivations, in this paper, we propose a unified
framework based on the generative adversarial network (GAN) [8] to remove the dominant
transmission component from a mixture image via a comprehensive constraint. The
transmission removal problem can be cast into the framework of mixture image minus
reflection removal image; however, the dedicated network designed to recover the reflection
image as much as possible is still worth further study. In order to have a better recovery
effect than the results generated by the reflection removal-oriented approach, the analysis
of different levels of feature maps and the selection of appropriate feature maps from
different dimensions, including resolution, texture, and style, are involved in meeting this
requirement. In addition, we also apply our framework to the application of photographer
identification. The contributions of our work can be summarized as follows:
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• We propose a transmission removal network to recover the reflection layer from the
mixture image. In order to recover the weaker components from the mixture image,
the edge and color distribution of transmission layer is introduced as a prior to guide
the reflection layer separation. In a practical application scenario, we can replace the
real transmission layer with a predicted one through reflection removal.

• By analyzing the performance exhibited at different levels of the feature maps, we
improve the generated results in different dimensions such as resolution, texture, and
style to enhance the visual perception of the estimated reflection layer. We also use
PatchGAN as the discriminator to enhance the perceptual strength of the generated
image and ground truth.

• We consider the portrait’s appearance in the reflection layer as a separate problem
and improve the style loss to solve the problem of the dim portrait in the reflection
layer. Thus, the reflection layer image can be effectively applied to photographer
identification application.

The remainder of this paper is organized as follows. Section 2 introduces the related
works about reflection removal and transmission removal. Sections 3 and 4 describe
the proposed method and analyze the experimental results, respectively, and Section 5
concludes this paper.

2. Related Works

As far as we know, the current research on images containing glass reflections mainly
includes reflection removal, which is mainly used to recover the transmission layer image,
and transmission removal, which is mainly used to separate the reflection layer image.
Although the reflection removal problem has become a hot research topic in computer
vision [9–19], the transmission removal problem is only just coming into focus [20]. In the
following, the above two types of methods are reviewed separately.

2.1. Reflection Removal

Reflection removal treats reflection as a type of noise and aims at approximating the
light emitted by the background scenes. The traditional methods [14,21–23] set the best
segmentation boundary as the target to seek for the dominant transmission layer and the
non-dominant reflection layer through the gradient, color, and other fields of pixel-level
separation. Recent methods [10–13,16,17] mainly adopt the deep learning (DL) framework
to solve this problem. Specifically, all the DL-based methods can be further divided into
the following two categories:

(1) Multi-stage methods: obtaining the most relevant predicted information from an
image, and then combining it with other leading information as the prior, thus forming a
multi-stage network. For example, Fan et al. [19] proposed a two-stage cascaded network
for edge prediction and image reconstruction. To be specific, they designed a network to
estimate the transmission edge first and then used this predicted edge to estimate and
reconstruct the reflection removal image. Similarly, Wan et al. [11] proposed a concurrent
model to predict the edge details of the background. They further proposed a coopera-
tive model [12] to utilize the edge information better. Lei et al. [13] proposed a simple
yet effective reflection-free cue for robust reflection removal via subtracting the ambient
image from the corresponding flash image in raw data space. Recently, Chang et al. [16]
introduced three auxiliary techniques into their architecture. Unlike other reflection re-
moval methods, they used the classifier network to determine whether the mixture image
contained reflection.

(2) One-stage methods: refection removal does not use the complicated network
but focuses more on directly adding the prior input or constructing loss functions based
on the relationships between layers. For example, Li and Brown [14] indicated that the
transmission is smoother than the reflection; thus, they used the difference to achieve
reflection removal with the distribution. Zhang et al. [10] proposed a network with the
perceptual loss to improve the qualities of the generative image in content, then used an
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exclusion loss to separate transmission and reflection from the gradient. Li et al. [17]
proposed a cascaded network that iteratively refines the estimates of transmission and
reflection layers to boost the prediction quality to each other. The above-proposed methods
successfully remove reflection from both synthetic and real-world images.

2.2. Transmission Removal

Compared with the transmission restoration after removing the reflection, transmis-
sion removal pays more attention to exploring the undetectable features in the mixture
image. In the traditional methods, exploring the differences between the two layers becomes
a prerequisite for implementing the removal of one layer. For example, the information
on the reflection layer is highly blurred compared to the transmission layer. Levin and
Weiss [24] used the distribution to find pixel-level boundaries distinguishing the two layers.
With the introduction of DL methods in recent years, relatively satisfactory results have
been obtained in separating mixture images by learning features actively. However, this
often requires complete prior knowledge as a guide. Based on the difference between the
two layers in the gradient domain, most experiments pay more attention to using a gradi-
ent. Zhang et al. [10] first used the gradients of two layers simultaneously and used edge
information as a prior. Similarly, Wan et al. [11,12] and Chang et al. [16] used a predicted
network to take the edge information as a prior. Li et al. [17] proposed a cascaded network
that the two layers can be mutually prior to improve the quality of prediction. Lei et al. [13]
used the characteristic that the reflection layer only exists in the mixture image, then used
the reflection-free flash-only cues as prior knowledge to guide the separation.

Compared with the estimation of the reflection layer as a byproduct in the above
methods, Wan et al. [20] first raised the problem of reflection separation strictly. Specifically,
their whole framework comprises two networks: the separation and enhancement networks.
The separation network follows the framework of literature [25], and the main contribution
of [20] focuses on improving the visual effect of the separated images by adding a shift-
invariant loss and increasing the reflection image brightness via the corresponding ambient
light environment image. However, the ground truth information should be retained as
much as possible for the estimated reflection layer while meeting the visual requirements.
In addition, we also need to consider the scenarios in which the corresponding ambient
light environment image is difficult to obtain. In addition to the method [20], the most
related one is proposed by Yano et al. [26]. However, the transmission in the mixture image
explored by this method is not the dominant image, which is not in line with the actual
situation and is not suitable for our discussion. Moreover, some methods [27,28] extracted
facial features of bystanders from corneal reflection and put forward the matching theory,
which makes it have application prospect in the criminal investigation. Wu et al. [29] also
proposed another method to locate the objects from the reflections. Nishino et al. [30,31]
estimated lighting from corneal reflections for the relighting applications.

In general, in addition to [20], transmission removal has not received widespread
attention; there is still room for further research on obtaining more accurate reflection layer
images. At the same time, targeted network design is needed for different application
scenarios, such as photographer identification.

3. Proposed Method

This paper proposes a transmission removal method based on a GAN architecture with
a PatchGAN discriminator and several modules for restoring the reflection layer. Figure 2
shows the flow diagram of the proposed method. In terms of network architecture design,
the known transmission information about B and the mixture image I are taken as input.
Although the actual transmission layer is not available in practice, we can substitute it by
some approximate methods, such as the additional flash/ambient light photo approach
used in [13], or even directly replace it with the estimated edge information of B through
the existing reflection removal network. Here, we divide the information we may obtain
about B into two cases as shown in Figure 2. Our experiment aims to remove B from I with
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the loss functions that can constrain the generated results. First, we extract features from
the inputs using Resnet, then analyze the features to reconstruct the predicted reflection
layers via the SE module. The corresponding losses are used to constrain the content and
style of the images, and finally the generated images are discriminated by a discriminator
network. The remainder of this section presents the proposed overall network structure,
loss function design, and application to photographer identification.

Encoder Decoder

Resnet module

SR module

Upsample

SE module

Excitation

1×1×C 1×1×C

H×W×C SE module
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Figure 2. Flow diagram of the proposed method. The inputs contain two cases: (1) the estimated
edge B̂E and the mixture image I and (2) the estimated B̂E, B̂C, and the mixture image I.

3.1. Input Preprocessing

In a real scene, it is difficult to obtain the groundtruth transmission B directly. In
our method, we need some information about B as the prior; one way is to use the edge
predictor to extract the edge of B from I, which is denoted as B̂E. Another way is that
when we can use some images that are consistent with B in terms of color distribution and
edge information by means of prediction and re-photography. As mentioned in [13], the
pure flash image without reflection can eliminate the influence of original data in the color
domain after grayscale processing. Therefore, we first perform grayscale preprocessing
on the similar transmission layer. Compared to the ground truth of the transmission, it
eliminates the interference of the color features. At the same time, because the reflection
layer only exists in the mixture image, the grayscale transmission layer retains enough
edge information and brightness to guide the separation and prediction of the reflection
layer in the mixture image. The grayscaled transmission layer is denoted as

(
B̂C, B̂E

)
.

3.2. Network Architecture

Overall, we build the model based on the GAN architecture. The related information of
transmission layer B and the mixture image I are used as input. By referring to the existing
encoder–decoder architecture of general image-to-image translation methods [10,11,17,32],
our generator also uses the U-Net as the backbone, combined with some image progressing
methods, such as SR, image transfer, and image reconstruction. In addition, we use
PatchGAN to replace the traditional discriminator network.

The reflection layer generated by the generator network can be formulated as follows:

Case1 : f̂ (R) = G
(
I, B̂E

)
,

Case2 : f̂ (R) = G
(
I, B̂C, B̂E

)
,

(2)

where G(·) represents the generator network. We intend to retain as much information as
possible about reflection in the mixture image. The ordinary generator usually generates
some edge information during image-to-image translation. Considering the practical
applications, we lack information about the estimated results, so we divide the different
priors into two cases, one with only the estimated edge B̂E of the transmission B as a prior
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and one with the predicted transmisson as a prior, which contains color distribution B̂C
and edge information B̂E. Unlike traditional U-net, we use Resnet to replace the previous
VGG network in obtaining the feature map. Its residual structure [33] will help us retain
global information from higher levels. In addition, we re-select the feature map after
feature extraction by adding the squeeze-and-excitation (SE) and SR modules to enhance
the expression of the network in the learning progress.

In the encoder process, the convolutional layers in U-Net only compute the local image
features, while the features like the average intensity affecting the overall visibility are
not considered in [20]. This is very shallow for the information we can extract about the
reflection from the mixture image. After extracting the features, we add the SE module to
solve this problem. We add attention mechanisms to optimize what we learn and suppress
unimportant modules. After the feature map is processed and all features are extracted, the
image results are not predicted solely based on the local features.

Meanwhile, because the estimated image is usually blurred after the decoder process,
the generated f̂ (R) is blurry when the edge of f (R) is close to that of I. SR is a process of
restoring a high-resolution image from a given low-resolution image [34,35], which is a
classic application of computer vision. Specifically, the enhancement of the correlation in
the image via adding bicubic interpolation, proposed by Dong et al. [36], can be used to
improve the resolution of the restored image and improve the visual effect. Following [36],
we use the idea of SR and add an SR module with three convolutional layers at the end of
the generator. By convolution of different sizes, better compression effects are achieved
within the region of the size range, resulting in higher resolution.

3.3. Loss Function

The loss function is mainly used for the network constraints the generated results by
the generator. First, the adversarial loss is used as the main loss of GAN and assists in
the overall control of the generated image f̂ (R). Next, in our work, we consider reducing
the correlation between the generated image of the output f̂ (R) and B, and enhancing the
correlations between f̂ (R) and I, as well as f̂ (R) and R. Therefore, the exclusion loss is
used to reduce the connection on the gradient. Although the adversarial loss can realize
the constraint on the generated results, it lacks the information more relevant to the ground
truth. Therefore, for global loss, we use L1, L2, and the structural similarity (SI) loss to
constrain the consistency. In addition, we regard the estimated results as optimization
of image transfer and further constrain the results from the two dimensions of content
and style, thus introducing the style loss and content loss, respectively. The specific loss
functions are described as follows.

3.3.1. Adversarial Loss

As shown in Figure 3, different from the original GAN, the output of PatchGAN [8]
as the discriminator is not a value but a matrix. Each element in the matrix represents the
calculation of different receptive fields. Therefore, we can focus on more areas. Here, by
using PatchGAN, the adversarial loss Ladv is composed of the loss of generator LG and the
loss of discriminator LD. Note that the input of the generator is a concatenation of I and
B̂E (or I, B̂C, B̂E) in this paper, and for the ease of description, denote this concatenation
as IB. The ground truth for discriminator is f (R) in this paper. Losses LG and LD can be
expressed as follows:

LG(IB) = EIB

[
log
(

1−D
(

IB, f̂ (R), N
))]

, (3)

LD(IB, f (R)) =EIB , f (R)[log(1−D(IB, f (R), N))]

+EIB

[
log
(

D
(

IB, f̂ (R), N
))]

,
(4)

where D(x, y, N) represents the PatchGAN discriminator used to discriminate between
x and y with an N × N sized matrix output. The parameter N is set as 30 in our exper-
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iments. In discriminator training, we hope D(IB, f (R), N) is closer to the real label and
D
(

IB, f̂ (R), N
)

is closer to the fake label, where the real and fake labels are marked as
1 and 0, respectively. In general, LD(IB, f (R)) as close to the real label as possible, that
is, LG(IB) should be small enough. In the end, the network parameters are continuously
updated in the process of continuous optimization of adversarial loss Ladv.

 

PatchGAN

value matrix

Full 

connection
Convolution

Original GAN

R

( )f̂ R

Figure 3. Comparison of original GAN and PatchGAN.

3.3.2. Global Loss

The SI Loss is used to measure the structural similarity between the estimated image
and ground truth, we globally invoke the SI loss [11] as follows:

LSI

(
f (R), f̂ (R)

)
= 1−

2σf (R) f̂ (R) + c2

σ2
f (R) + σ2

f̂ (R)
+ c2

, (5)

where c2 is a constant, here set to 0.0001. We combine both L1 and L2 losses as overall
constraints, and the global loss function is combined as:

Lglobal = λ1L1 + λ2L2 + λ3LSI, (6)

where λ1 to λ3 are the weights to balance different terms and set as 6, 4, and 3 in our
experiments, respectively.

3.3.3. Patch-Level Loss
Exclusion Loss

The most significant characteristic of a mixture image is that the intensity of the two
images on the gradient is not the same. The critical observation in [10] is that the edges
of the transmission and the reflection layers are unlikely to overlap. The dominance of
the transmission layer in the mixture image means that its edges will also dominate the
gradient. Edge information is critical in guiding transmission removal. In the beginning,
the matrix evaluates the gradient can be calculated as

Ψz(B, f̂ (R)) = tanh
(

∂B
∂z

)
⊗ tanh

(
λz

∂ f (R)

∂z

)
,

z = H or V,
(7)

where H and V stand for the horizontal and vertical directions, respectively, λz =
E|∂B/∂z|

E|∂ f (R)/∂z| ,
z = H or V, are two normalization factors in the horizontal and vertical directions, respec-
tively, which are designed to balance B and f̂ (R),⊗ denotes the element-wise multiplication
operation. Then, we calculate the exclusion loss to distinguish the transmission and the
estimated reflection at the pixel level can be represented as

Lexcl(B, f̂ (R)) =
1

T + 1 ∑
z

∑
t

∥∥∥Ψz

(
Bt, f̂ (R)t

)∥∥∥
F
,

t = 0, 1, . . . , T, z = H or V,
(8)
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where ‖A‖F represents the Frobenius norm of matrix A and determined by the square

root of the sum of the absolute squares of its elements, i.e., ‖A‖F =
√

∑ a2
m,n, where am,n

represents the element of A, T reperesents the times of image downsampling, which is set
as 2 in our experiments, and subscript t represents the corresponding resized image.

Style Loss

It is not enough to rely on the adversarial loss of the GAN network to constrain the
style of the predicted image; this adversarial loss only grabs the style on the global image.
We expect the estimated image to be visually close to the ground truth. In the previous
methods [11,12], pixel-level L1 and L2 losses were used as the loss function to constrain the
global information of the generated image and the ground truth. However, this will result
in some local information loss, so the estimated images are often blurry and dim. The style
feature maps can be extracted by constructing a Gram matrix [37], which takes advantage
of the correlated feature map between the generated image and the target image to match
in a manner. As mentioned in [10], there is color attenuation in the generated image. In
contrast to restoring content using only pixel-level constraints, restoring style requires both
global and local information and should be close to the ground truth. This makes it more
challenging to preserve style than content. Some DL-based image style transfer methods
can be used to obtain better visual quality in style on the generated results [37–39]. In our
method, we use the style loss to consider the relevance of style; thus, the non-aligned color
feature can help achieve the task of style transfer while preserving the ground truth. In
detail, the style representation of images can be extracted by observing the activation of
feature maps in the VGG19 network, as shown in Figure 4, and using the spatial correlation
of their values.
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Figure 4. The framework of using contextual loss. The VGG19 network is used to optimize the
content and style of the resulting images.

First, the dimensional reduction is carried out for the features, and the feature map
of X at layer l is denoted as Fl(X) with the size of Hl ×Wl × Cl , where Cl represents the
number of channels in the feature map and the size of each channel is Hl ×Wl . The Gram
matrix function Gram(X, l) is defined as a Cl ×Cl matrix to characterize feature correlations
of Fl(X), and each element in this matrix, denoted as Gram(X, l)i,j, can be determined as

Gram(X, l)i,j =
Hl×Wl

∑
k=1

Fl
ik(X)Fl

jk(X), i, j = 1, 2, . . . , Cl , (9)

where i and j represents the two channels of the feature map, k represents the element
number in the feature matrix under each channel, and Fl

ik(X) denotes the k-th element of
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the i-th channel of the feature map Fl(X). Then calculate the relevance distance with MSE
as follows:

El( f (R), f̂ (R)) =
∑B ‖Gram( f̂ (R), l)−Gram( f (R), l)‖2

BH2
l W2

l
, (10)

where B represents the batch size reserved in the feature map. El( f (R), f̂ (R)) is calculated
by the average scoring distance of each element in the Gram matrix, which minimizes
Gram( f (R), l) and the estimated Gram( f̂ (R), l). Compared with the original method [39],
we add the concept of batch calculation, so we only focus on the style transfer and speed
up the generator’s learning of color domains. The specific style loss is defined as follows:

Lstyle( f (R), f̂ (R)) = ∑
l

wlEl( f (R), f̂ (R)), l = 1, 2, . . . , 5, (11)

where wl represents the weight factor in each convolution layer, and we select “Conv1_2”,
“Conv2_2”, “Conv3_4”, “Conv4_4”, and “Conv5_4” as features in our network, as shown
in Figure 4.

Content Loss

After transmission, the estimated image that only satisfies the visual effect on color is
not enough; it should obtain more contextual information about the actual reflection. In the
previous processing of content information, perceptual loss [10] is used to constrain the
high-level content information and low-level details of the generated image to satisfy the
human perception. However, low-level features are enough to express the image’s texture,
and too many features waste resources [25]. Therefore, instead of perceptual loss, we add
content loss based on the pre-trained model VGG19, which is a complete feature extraction
network trained under the ImageNet dataset. We use it to constrain the content, and the
content loss function is defined as follows:

Lcontent( f (R), f̂ (R)) = ∑
l′

wl′
∥∥∥Fl′( f (R), Fl′( f̂ (R))

∥∥∥
2
,

l′ = 1, 2, 3,
(12)

where wl′ denotes the weight factor, and we use the middle-frequency features with richer
textural information “Conv3_4”, “Conv4_4”, and high-frequency feature “Conv5_4” in our
experiments and generate the output through L2 distance. The patch-level loss function is
combined as:

Lpatch = λ′1Lexcl + λ′2Lstyle + λ′3Lcontent, (13)

where λ′1 to λ′3 are the weights to balance different terms and set as 9, 3, and 2 in our
experiments, respectively.

By considering the influence of image gradient, content, and style, the final loss
function for the transmission removal network can be expressed as follow:

Ltotal = λ′′1 Ladv + λ′′2 Lglobal + λ′′3 Lpatch, (14)

where λ′′1 to λ′′3 are the weights to balance different terms and set as 1, 3, and 1 in our
experiments, respectively.

3.4. Application to Photographer Identification

As one of the important applications of transmission layer removal, the photographer
identification based on the recovered reflection layer image is of great importance in the
investigation of shooting information. Figure 5 shows a schematic diagram of an application
scenario for photographer identification, where unknown or suspicious photographers can
be identified by the proposed transmission removal network as well as by several existing
portrait recognition algorithms.
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Figure 5. Schematic diagram of an application scenario for photographer identification.

As mentioned in Section 1, we have analyzed that when the face regions are present
in a scene, they will provide more helpful information than in an ordinary environment
scene. So we can only focus on the face region on the estimated images with a portrait. As
mentioned in [20], the reflection component after reflection separation can be enhanced
by the corresponding ground truth reflection scene image. Since the reflection layer is
filled with brightness and color using the fixed reflection layer’s environment, the final
effect was satisfied with the laboratory environment. However, we cannot always obtain
the corresponding ground truth reflection scene image. Each image should reveal more
facial information for easier analysis of images with portraits. Therefore, we can change
the expression of the predicted image directly by changing the style image. Figure 6 shows
an example of how to implement image transfer on the estimated image by using the style
image. To distinguish transmission removal from the general scenarios, we reconsidered
the differences in content and style. In detail, we use grayscaled f (R) as the content
image to retain content information and use color images with the corresponding semantic
information as the style image to describe the distribution of colors. Note that when f (R) is
originally a grayscale or dim image, we need to colorize it before setting it as a style image.
These colorized images will better serve the application of photographer identification.
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Figure 6. Content image and style image settings in a scene containing a portrait.
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4. Results

The experiment preparation and results are presented in this section. We mainly
demonstrated the superiority of the proposed network with the following two aspects:
transmission removal in general scenes and some specific application scenes represented by
photographer identification. In addition, the ablation study was also conducted to verify
the efficacy of the proposed method further.

4.1. Experiment Preparation
4.1.1. Comparative Methods

Since Wan et al. [20] first defined the reflection separation problem in 2020, few
reflection-only separation networks have existed. However, many reflection-removal
works also output the reflection layer as a byproduct, and we also compared with them.
Table 1 lists the baseline comparative methods and their main technical routes.

Table 1. The baseline methods to be compared in this paper.

Method Publication Main Technical Route TECR TRCR

Wan et al. [11] CVPR2019 Multi-scale edge guidance model Yes No
Zhang et al. [10] CVPR2018 Dilated convolution model and exclusion loss Yes No
Yang et al. [15] ECCV2019 Bi-directional estimation model Yes No

Li et al. [14] CVPR2015 Distribution-based traditional model Yes N/A
Lei et al. [13] CVPR2021 Free reflection cue guidance model Yes Yes

Chang et al. [16] WACV2021 Edge guidance and recurrent decomposition model Yes Yes
Li et al. [17] CVPR2020 Cascade network with LSTM module and reconstruction loss Yes Yes

Wan et al. [20] CVPR2020 Dilated convolution model, U-Net, and shift-invariant loss No No

4.1.2. Evaluation Metrics

We used three standard image metrics to analyze the generated images quantitatively.
First, the recently proposed DL-based perceptual metric LPIPS [40] is adopted, which
learns the reverse mapping of generated images to ground truth and forces the generator
to reconstruct the reverse mapping of authentic images from fake images and prioritize
the perceived similarity between them. The lower the LPIPS value is, the more similar the
two images are, and vice versa. In addition, the SSIM and PSNR are also involved in our
comparisons without loss of generality.

4.1.3. Datasets

Since DL-based image processing is a data-driven problem, it is necessary to have
a complete dataset. According to [41] a complete triplet data set is prepared, including
the mixture image, transmission layer image, and reflection layer image. At present, the
relevant methods are considering the scenes filmed in the real world and using different
synthetic methods to augment the dataset. However, the existing dataset is not fully
applicable to our experimental requirements. For example, when there are moving objects
such as human faces in the reflection scene, it is difficult to obtain the corresponding pure
reflection layers in the real-world scenes; thus, our results are difficult to evaluate intuitively.
In addition to using existing data sets, we also supplemented our data set using the realistic
synthetic methods as in the previous literature to overcome this difficulty.

Existing Dataset

We used two existing datasets in our evaluation.

(1) The reflection removal method proposed in Wan et al. [41] provides a reasonable way
to obtain the ground truth for the reflection component image. In detail, by putting a
piece of black cloth behind the glass, only the camera can capture the reflection light
reflected by the glass. The SIR2 dataset (Downloaded from https://sir2data.github.io,
accessed on 29 July 2022) in [41] has 500 real-world triplets.

https://sir2data.github.io
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(2) Recently, Lei et al. [13] proposed a method to obtain a pure flash transmission layer with
no reflection. The article minimizes the effect of the reflection layer by combining the
image before and after the flash. After preprocessing the image, the triplet image can
be obtained as the dataset (Downloaded from https://hkustconnect-my.sharepoint.com/
personal/cleiaa_connect_ust_hk/Documents/Projects/cvpr2021-flash-rr/data.zip?ga=
1, accessed on 29 July 2022). Their dataset consists of 4056 triplet images for training and
1012 triplet images for validation, both synthetic and real-world. Note that this dataset
contains 35 triplet images from [41], so we eliminate them to obtain 4021 training triplet
images. Some examples from the existing datasets are shown in Figure 7.

(a)

(b)

Figure 7. Some examples from the existing data set [13,41]. (a) from [41] and (b) from [13].

Synthetic Data Generation

Reflection layers in real-world datasets are usually relatively fixed scenes, while
there is no relevant dataset for moving objects. The existing method of obtaining a pure
reflection layer in a real-world scene is to use a black screen to block the light transmitted
from the background image. The main difficulty is that we must simultaneously obtain
the image pair of pure reflection images and mixture images with moving objects. The
specific operation usually requires fixing the reflection image at the pixel level accuracy,
but this is not easy to achieve ultimately. Therefore, we chose a synthetic method that can
obtain the pure reflection layer and satisfy the realistic visual effect at the same time as
the previous reflection removal experiments. Figure 8 shows the example results of two
representative synthesis methods proposed in [15,32]. Although more mixture images
closer to the real-world glass effect can be generated by [32], the coefficient matrix involved
in the experiment confuses the relationship between the two layers, making it difficult to
obtain pure reflection images. Considering the above issue, we adopted the method [15]
to synthesize the data in the literature [32] and obtained 4000 sets of data. Note that for
the first row of Figure 8, the synthetic mask was first trained with the network to interpret
the relationship between the inputs and was then used to randomize the weights of the
two input layers in the generated dataset. For the second row of Figure 8, the Gaussian
convolution kernels were set as 5 and 7, the corresponding corrective parameters were set
as 1 and 0, and the weights of the reflection layer were set as 0.2 and 0.3, respectively. After
cropping the input transmission layer and the reflection layer to the same size, a one-step
gamma correction was applied to the reflection layer image to modify the brightness and
then proportional compositing.

(a)

(b)

Figure 8. Example results by using the two synthesis methods [15,32]. (a) for [32] and (b) for [15].

https://hkustconnect-my.sharepoint.com/personal/cleiaa_connect_ust_hk/Documents/Projects/cvpr2021-flash-rr/data.zip?ga=1
https://hkustconnect-my.sharepoint.com/personal/cleiaa_connect_ust_hk/Documents/Projects/cvpr2021-flash-rr/data.zip?ga=1
https://hkustconnect-my.sharepoint.com/personal/cleiaa_connect_ust_hk/Documents/Projects/cvpr2021-flash-rr/data.zip?ga=1
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4.1.4. Implementation and Training Details

For training of the transmission removal network in general scenarios, our training
dataset contains 4521 image triplets from [13,41], the validation dataset contains 1012 image
triples from [13], and we also added 50 real-world image triplets for testing from [13]. For
training of network with portraits, the training dataset contains 3000 triplet images, and
the validation dataset contains 1000 triplets.

We implemented our model using Pytorch. In our generator network, the input port
was a combination of image I and one or two related information of the transmission
layer. To distinguish between the scheme using edge information prediction (Case 1 in
Figure 2) and the scheme using flash/ambient pair light (Case 2 in Figure 2), we denote the
experimental results for both by Ours(a) and Ours(b), respectively. Note that for Ours(a),
we chose the same input for transmission removal except for [13], and for Ours(b), we
chose the same input as [13]. All source and target sizes were clipped randomly to 256.
The feature extractor was based on the Resnet34, and its input channel number was set
as 4. We used the extracted underlying information to represent the content so that the
generated image was highlighted in the content, and the difference in the gradient was used
to distinguish the content information. Gram matrix changes were made to the features to
further constrain the style from source to target. We used a PatchGAN discriminator to
constrain the style of the generated image and the size of the output matrix was set as 30.
The sizes of the convolution kernels in the middle of the SR module were 9, 1, and 5.

We trained for 50 epochs with batch size 16. The entire model is learned from random
initialization using the RMSProp optimizer [36] with a learning rate of 5× 10−5 and clamp
of the discriminator is set to the range of [−0.01, 0.01]. The whole training converged in
approximately 7 h using a single GPU NVIDIA GeForce GTX 3090 Ti for the 4721 image
pairs from the training data. We implemented random cropping for images with more
than 640,000 pixels. A cyclic calculation with batch size 1 was used in the test network to
calculate the mean value.

4.2. Transmission Removal Results for General Scenarios

This sub-section evaluates our transmission removal results in general scenarios, both
quantitatively and qualitatively. To be fair, we chose methods that provide testing codes
for quantitative comparison and selected those methods that provide training codes for an
intuitive comparison. Note that for the methods that have provided the training codes, we
also retrained their network with the same dataset that we used to train our network. After
training, we conducted tests using both real-world and synthetic images. First, Table 2
lists the quantitative comparison of the proposed method with other methods using three
metrics of LPIPS, SSIM, and PSNR, where each metric is averaged on 50 real-world mixture
images. For each metric of comparative methods, the number to the left of “/” represents
the retraining results, and the number to the right represents the results with the originally
trained models. Note that “-” stands for the methods that do not release the training code.
Among all the methods, [10,11,14–17,20], and Ours(a) have the same input (i.e., a single
image circumstance), while [13] and Ours(b) have another input case (i.e., a flash/ambient
light image pair as input in addition to the mixture image.) As can be observed in the
table, our results perform best among all the comparative methods, and the gains over the
state-of-the-art methods are more than 5.356 dB in PSNR, 0.116 in SSIM, and 0.057 in LPIPS.
Meanwhile, we found two noteworthy phenomena during our quantitative evaluations:
(1) Except for [13], the methods that provide the training code have better metrics after
retraining. This is likely due to the fact that different data sets still have a significant
impact on the results of the existing reflection removal methods. Since most of the datasets
we used are from [13], retraining has no significant effect on this method. (2) Among all
methods, the method [15] performed the worst in all metrics, which may be because too
much information about the corresponding transmission layer is obtained through the
reflection estimation.
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Table 2. Quantitative evaluations for transmission removal using three different error metrics of
LPIPS, SSIM, and PSNR. (The best and second-best results are shown in bold and underlined,
respectively.)

LPIPS (↓) SSIM (↑) PSNR (dB) (↑)

Wan et al. [11] -/0.512 -/0.716 -/21.934

Zhang et al. [10]/ -/0.578 -/0.723 -/23.581
Wan et al. [20] †

Yang et al. [15] -/0.635 -/0.420 -/9.615

Li et al. [14] ‡ 0.544 0.503 16.737

Chang et al. [16] 0.594/0.659 0.705/0.643 20.785/19.383

Li et al. [17] 0.641/0.673 0.734/0.625 23.657/20.264

Ours(a) 0.508 0.800 24.883

Lei et al. [13] 0.455/0.453 0.729/0.735 23.583/23.703

Ours(b) 0.396 0.851 29.059
Note: “†” stands for that the separation network architecture applied in [20] is employed from [10]; “‡” represents
the method [14] as a class of model-driven method that does not have a pre-training problem and therefore will
only have one value in each metric; “-” stands for unavailable due to the absence of released training code.

In order to show the superiority of the proposed method more intuitively, Figure 9
illustrates the LPIPS values on all 50 test images. Note that, in the figure, we mainly
compare our method with [13,14,16,17], which have provided the training codes, and the
data we use are the results obtained after retraining with these training codes. Our results
are consistent with Table 2, showing better perceptual metrics than previous methods on
almost every image.
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0 . 3

0 . 4

0 . 5
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i m a g e  i n d e x e s

 L e i 2 0 2 1   L i 2 0 1 4
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 O u r s ( a )  O u r s ( b )

Figure 9. LPIPS value comparisons of the transmission removal results on all 50 real-world mixture
images. Lei2021: [13], Li2014: [14], Chang2021: [16], Li2020: [17].

Next, Figure 10 shows four examples of our results with the other four comparative
methods of [13,14,16,17], where all the images were tested on the real-world dataset. In
all experimental results, a simple histogram equalization operation was performed on
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each transmission removal image for ease of observation, and the equalized version was
placed below the corresponding original image of the recovery results. In fact, a visually
better DL contrast enhancement method, such as Zero-DCE [42], LE-GAN [43], can be used
here to enhance the visual effect further. It would even be possible to directly adopt the
enhancement network from the literature [20], but from the concern of simply measuring
the effect of transmission removal, this is not in our scope for this paper. As shown in
the figure, the four reflection layer images generated by our method are visually closest
to the ground truth reflections among all the methods. Specifically, the results of [14,17]
are obscure and lack sufficient information, while the results of [13,16] contain relatively
clearer reflection contextual information than [14,17], although they also contain some
transmission information. Our results are clearer than [13,16] in general, especially in terms
of retaining texture information, and our method also has a better separation effect in terms
of transmission layer removal. It is worth pointing out that because the training code and
dataset are not released in [10,20], we did not directly compare with them.

Mixture image

(i)

(ii)

(iii)

(iv)

Ground truth

reflection
Lei2021 Li2014 Chang2021 Li2020 Ours(a) Ours(b)

(i)

(ii)

(iii)

(iv)

Ground truth

reflection
Lei2021 Li2014 Chang2021 Li2020 Ours(a) Ours(b)

Figure 10. Qualitative comparison of the transmission removal results on real-world mixture images.
(i)–(iv) correspond to four different test images. For each test image, the first row and second row are
the direct outputs of all methods and their corresponding histogram equalized versions. Lei2021: [13],
Li2014: [14], Chang2021: [16], Li2020: [17].

Table 3. Training time of the proposed network and other networks

Training Time (hour)

Lei et al. [13] 17 †

Chang et al. [16] 21 †

Li et al. [17] 20 †

Ours(b) 7
Note: “†” stands for the retraining time for our training dataset.
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Meanwhile, we also recorded the training time of [13,16,17], and our network in
Table 3 when the epoch was set as 50. From the table, our network has the least training
time in the same training set, which is more conducive to rapid comparison.

In the end, we also tested our method on some synthetic mixture images. Figure 11
shows three examples of transmission removal results of our method and comparison
methods. From the results of the synthetic images, we can still conclude that our method
has better visual effects and reflection layer details.

(a) (b) (c) (d) (e) (f) (g) (h)

Figure 11. Qualitative comparison of the transmission removal results on synthetic mixture images.
(a) Mixture image, (b) Ground truth reflection, (c) [13], (d) [14], (e) [16], (f) [17], (g) Ours(a), and
(h) Ours(b).

4.3. Ablation Study

This subsection performed some ablation experiments to verify the necessity of adding
each module to the network. Figure 12 shows the comparison of the results with or without
SR module for Ours(b). By adding the SR module, the generated image can achieve pixel-
level detail representation in the corresponding region, and the overall image is clearer
than without adding the SR module. Figure 13 compares the effect of with or without
content constraint for Ours(b). Because the underlying information with richer texture
information is used instead of global features, the details of the corresponding regions
are more elaborated (see the edge information in the top row and the outline of eyes in
the bottom row). Tables 4 and 5 present the quantitative evaluation results of the model
without SR module and content loss for Ours(a) and Ours(b), respectively, again using
the average results of 50 test images. Both tables compare the ablation experiments in
terms of three metrics, with the difference that the inputs in Table 5 carry more information
about the transmission layer. In general, the values of the metrics in Table 5 are better than
those in Table 4. In addition, the results for the model with only the SR module, with only
content constraints and completeness, also achieve an improvement in metrics compared
to the model without the module and a decrease in SSIM of Table 4. On the one hand, this
metric focuses more on the structural similarity between the two images, while the input
of the overall network contains only a small amount of transmission layer information,
which is incomplete for the guidance of the generated images. On the other hand, with the
addition of the SR module and content loss, the overall model is more concerned with the
consistency of the generated images with the pixel-level ground truth. In contrast, the input
of Table 5 has more complete input information and learns the gradient as well as region
block information during the bootstrapping process, so there will be further improvement
in the metric. The best results can be achieved by combining the SR module and content
loss as can be seen in the table.



Appl. Sci. 2022, 12, 12484 17 of 22

Mixture image Ground truth reflection W/O SR module With SR module

Figure 12. Comparisons of visual effects of the proposed network with or without SR module for
Ours(b). The green boxes are partially enlarged for a better view.

Mixture image Ground truth reflection W/O content loss With content loss

Figure 13. Comparisons of visual effects of the proposed network with or without content loss for
Ours(b). The green boxes are partially enlarged for a better view.

Table 4. Quantitative ablation study of Ours(a) network for the SR module and content loss.

LPIPS (↓) SSIM (↑) PSNR (dB) (↑)

W/O SR module and content loss 0.647 0.588 18.611
W/O SR module 0.568 0.844 23.313
W/O content loss 0.556 0.813 21.219

Complete 0.508 0.800 24.883

Table 5. Quantitative ablation study of Ours(b) network for the SR module and content loss.

LPIPS (↓) SSIM (↑) PSNR (dB) (↑)

W/O SR module and content loss 0.521 0.813 23.769
W/O SR module 0.413 0.844 28.780
W/O content loss 0.437 0.811 25.559

Complete 0.396 0.851 29.059

4.4. Transmission Removal for Photographer Identification

For the application of photographer identification, Figure 14 shows the transmission re-
moval effects of our method. The recovered facial information can help us identify personal
information. In detail, the Internet visual search tool (e.g., Bing Visual Search by Microsoft
(https://www.bing.com/visualsearch, accessed on 29 July 2022)) and DeepFace [44] are
used to evaluate the efficacy of photographer identification of the mixture images and esti-
mated images. We selected the related Hollywood celebrity portraits from CACD2000 [45],
as shown in Figure 15 as the target images for verification with our test images on Deep-
Face. Table 6 lists the verification results of two leading recognition platforms, where for
the visual search tool, the output is the name of the image subject information, and for
DeepFace, the output includes the verification results and matching distance with the target
images. As can be seen from the table, most of the images recovered by other methods
cannot be matched with the target image or even detect the face. In comparison, our results
in the visual search tool can recognize faces well and identify the corresponding identity
information. Moreover, the face matching by DeepFace is achieved with numerical output,

https://www.bing.com/visualsearch
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which means that we can still recognize face information even if there is an incomplete
match.

(1)

(2)

(3)

(4)

(a) (b) (c) (d) (e) (f) (g)

Figure 14. Four recovery examples of the reflection layers containing portrait scenes. (a) Mixture
image, (b) [13], (c) [14], (d) [16], (e) [17], (f) Ours(a), (g) Ours(b).

J. Lawrence L. Dicaprio J. Carrey B. Cumberbatch

Figure 15. Selected target images for verification from CACD2000 dataset.

Figure 16 shows the effects of different style image selection in the photographer
identification application. The results in the third column are obtained by using a fixed
face image as the style image. In contrast, the fourth column is obtained by using the
corresponding image with semantic information as the style image. It can be seen that the
results with semantic style images perform better than those with a fixed style image in
terms of skin tone, eyebrows, and hair color. When the reflection in the mixture image
is dim, the color images with the corresponding semantic information can achieve image
colorization, as in the top row of Figure 16.

Mixture image Ground truth
reflection

With a fixed
style image

With a semantic
style image

Figure 16. Comparisons of visual effects of the proposed network with a fixed style image or with
a semantic style image. The top and bottom rows correspond to dim and vivid reflection images
with portraits.
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Table 6. Face identification results on two mainstream platforms. (Our results are highlighted in bold.)

Test Image
Recognition by Verification by DeepFace

Bing Visual Search Verified Distance

Figure 14(1-a) An architecture No face N/A
Figure 14(1-b) J. Lawrence No face N/A
Figure 14(1-c) No result No face N/A
Figure 14(1-d) No result No face N/A
Figure 14(1-e) J. Lawrence No face N/A
Figure 14(1-f) J. Lawrence False 0.6255
Figure 14(1-g) J. Lawrence True 0.2928

Figure 14(2-a) An architecture No face N/A
Figure 14(2-b) No result No face N/A
Figure 14(2-c) No result No face N/A
Figure 14(2-d) No result No face N/A
Figure 14(2-e) No result No face N/A
Figure 14(2-f) L. Dicaprio True 0.2827
Figure 14(2-g) L. Dicaprio True 0.2387

Figure 14(3-a) An architecture No face N/A
Figure 14(3-b) J. Carrey No face N/A
Figure 14(3-c) No result No face N/A
Figure 14(3-d) No result No face N/A
Figure 14(3-e) No result No face N/A
Figure 14(3-f) J. Carrey True 0.3157
Figure 14(3-g) J. Carrey True 0.2467

Figure 14(4-a) An architecture No face N/A
Figure 14(4-b) No result No face N/A
Figure 14(4-c) No result No face N/A
Figure 14(4-d) No result No face N/A
Figure 14(4-e) No result No face N/A
Figure 14(4-f) B. Cumberbatch False 0.5538
Figure 14(4-g) B. Cumberbatch True 0.2938

5. Conclusions

This paper proposes a reflection scene separation method by transmission removal
to recover the highly reproduced reflection layer image from the mixed image with glass.
The main framework of the proposed transmission removal network is based on GAN
while taking into account the global information, where constraints of different dimensions
are placed on the patch-level features of the generated images. Starting from the idea
of separability of content and style in the generated images, we use different levels of
contextual information to retain more details in the generated images and achieve clarity of
details through interpolation and re-convolution operations of the SR module. Furthermore,
we also extend our network to the application of photographer identification, which can
effectively assist in exploring the secrets behind the photo. Our experiments show that
both the transmission removal of the general scene and the scene with the portrait have
satisfactory results. Our method no longer outputs the reflection layer as a byproduct
compared to previous reflection removal methods. In addition, since we complement the
perception of the reflection image on the glass image, some weak textural information in
the mixture image can be perceived. Compared with the baseline method for reflection
separation, whose contribution is to design a generic enhancement network to enhance
the recovered reflection image, our proposed method focuses more on reducing the gap
between the recovered reflection layer image and the ground truth reflection image. In fact,
after our proposed network, it can also be migrated to the enhancement network in previous
work for further data enhancement. However, we hold the following two perspectives:
(1) the effect of recovering the reflection layer closer to the ground truth can provide more
significant help for the subsequent processing; and (2) the subsequent enhancement of
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the reflection layer should be differentiated for different application scenarios, such as the
applications of photographer identification of reflection scenes proposed in this paper.

There are certainly still some improvements to our approach; for example, when there
is a blur in the image due to shooting shake or rapid movement of the subject, our method
is not suitable for solving the problem of reflection with ghosting. These are our future
improvement directions.
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