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Abstract: The advance of knowledge graphs can bring tangible benefits to the fault detection of
industrial robots. However, the construction of the KG for industrial robot fault detection is still
in its infancy. In this paper, we propose a top-down approach to constructing a knowledge graph
from robot fault logs. We define the event argument classes for fault phenomena and fault cause
events as well as their relationship. Then, we develop the event logic ontology model. In order
to construct the event logic knowledge extraction dataset, the ontology is used to label the entity
and relationship of the fault detection event argument in the corpus. Additionally, due to the small
size of the corpus, many professional terms, and sparse entities, a model for recognizing entities for
robot fault detection is proposed. The accuracy of the entity boundary determination of the model is
improved by combining multiple text features and using the relationship information. Compared
with other methods, this method can significantly improve the performance of entity recognition of
the dataset.

Keywords: event logic knowledge graph; fault detection; event argument entity recognition; multi-
feature Fusion

1. Introduction

In today’s industrial world, industrial robots are widely used and play an important
role in the production of large and medium-sized companies. In view of the complex
structure and serious failures of industrial robots, a sudden failure of industrial robots
can cause delays in construction because of the loss of production [1]. To ensure the
safety of robots, intelligent and efficient fault detection is vital [2]. Data-driven methods
have been widely used, but knowledge-based fault detection methods have not yet been
explored [3–5]. Using knowledge graphs to represent knowledge in the field of mechanical
fault detection can improve the efficiency and accuracy of mechanical fault detection.

We collected mechanical fault detection logs as a fault relevant corpus. There are
numerous logical relationships between events in the fault relevant corpus which can be
helpful for the fault diagnosis. For example, the high humidity in the operating environ-
ment of the motor causes the motor to generate excessive heat after starting. There is an
event logic relationship in this sentence. However, most knowledge graphs generally take
nominal entities and their relationships as the research objects, lack the mining of logical
knowledge of events, and have poor reasoning ability. Using an event logic knowledge
graph as a knowledge representation technique, we can track how events evolve and fur-
ther examine what knowledge is. The event logic knowledge graph is more powerful, more
in line with the objective laws of human cognition, and more useful for practical purposes.
To construct a graph, it is necessary to extract events from a large number of fault relevant
corpora according to the ontology model. However, the event classes defined by most
ontology construction methods are typically divided into fault phenomenon classes and
fault cause classes, which results in coarse knowledge granularity, which is not conducive
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to knowledge reasoning. Consequently, the best way to obtain valuable fault detection
knowledge is to decompose event classes through finer-grained ontology construction
and to recognize entities effectively. As a result of the small corpus size, technical terms,
and sparse entities, existing deep learning methods perform poorly in event argument
entity recognition on mechanical fault relevant corpora. First of all, many existing meth-
ods enhance the recognition effect by improving the input features through vocabulary
enhancement, which is easily susceptible to information loss. Second, the blurred lexical
boundaries of units in Chinese can lead to word segmentation errors and propagation
problems. Lastly, there are numerous relations among the event argument entities in the
mechanical fault relevant corpus. Incorporating the relationship information between event
argument entities can help the model to better understand the semantic structure, but most
methods do not combine the entity-relationship information for prediction, and are unable
to infer semantic meanings through the relationship.

In light of the above motivation, we propose MF-GCN, which is a model for recogniz-
ing event argument entities on fault relevant corpora. By combining the multi-text feature
and entity-relationship of event argument entities, MF-GCN is able to achieve ideal results
in event argument entity recognition on fault relevant corpora. MF-GCN does not employ a
vocabulary enhancement method, but instead uses character-level embedding as the basic
unit. MF-GCN utilizes pretrained Word2vec embedding layers to obtain character-level
vector representations. In terms of multi-feature fusion, MF-GCN mainly extracts local
context features, context features, and context salience features. Local context features
are important in determining entity semantics. Context features enable each entity in a
sentence to capture long-distance dependency information, and context salience features
can integrate local context information with long-distance dependency information better.
The MF-GCN model also extracts global context features with the aid of stacked bidirec-
tional long short-term memory (Bi-LSTM), which improves its representation capability.
The first-stage argument entity prediction is performed by combining multiple text fea-
tures. To assist in the identification of the semantic structure, it is necessary to introduce
entity-relationship information. MF-GCN uses a bidirectional graph convolutional network
(Bi-GCN) to modify entity boundaries with manually labeled relationship information,
thereby improving the accuracy of entity boundary determination in the second stage of
the model. In summary, this paper makes the following contributions:

• We use the labeling method described in 3.1 to label the data to develop a fine-grained
event dataset.

• We propose MF-GCN, which is a model for recognizing event argument entities on
fault relevant corpora.

• In the case study, it is the first time that a large corpus of mechanical fault detection
logs was collected and a fine-grained ontology of fault detection is constructed.

2. Related Work
2.1. Ontology Construction of Fault Detection

Researchers have conducted in-depth studies on the ontology construction of profes-
sional domains in order to realize knowledge extraction from professional domain corpora
over the past few years. The current research work on ontology construction methods
mainly includes the skeleton method [6], the methodological method [7], and the seven-
step method [8]. Geng et al. [9] constructed an ontology model of the phenomenon, cause,
source, and maintenance plan. Qiang et al. [10] proposed a method for building a machine
tool fault diagnosis ontology, summed up four key concepts in fault detection, and estab-
lished a machine tool fault detection core body. To sum up, in recent years, the research
focus of fault detection ontology construction is the event concept of fault phenomenon,
structure, and cause. However, device causes and phenomena are mainly described by
unstructured patterns, and considering they are event entity knowledge, the structure is
not optimal.
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2.2. Entity Recognition Method

In order to construct a comprehensive and detailed fault detection event graph, it
is necessary to extract knowledge from a large amount of data. Knowledge extraction
relies on entity recognition as a key technology. The current entity recognition technology
mainly improves the recognition effect in two ways: by improving the input features and
by improving the neural network structure. The following works are related to improv-
ing input features. Zhang et al. [11] proposed to use of Lattice LSTM for Chinese NER
tasks. Gui et al. [12] proposed lexicon rethinking convolutional neural network (LR-CNN).
Sui et al. [13] pro- posed a collaborative graph network (CGN) to solve the information loss
problem of Lattice LSTM. Gui et al. [14] proposed a dictionary-based graph neural network
(LGN) that aggregates local information through a graph structure and adds global nodes
to integrate global information. Li et al. [15] proposed a flat-lattice transformer (FLAT),
which has excellent parallelization ability. Ding et al. [16] proposed a graph neural network
method with a multi-graph structure, which can effectively integrate rich place name infor-
mation. Ma et al. [17] proposed Simplified Lattice LSTM, a method that incorporates all
matching words into a Chinese character-based NER model. Liu et al. [18] proposed word-
character LSTM (WC-LSTM) to obtain vocabulary boundary information while reducing
word segmentation wrong influence. The following related works have been performed in
order to improve the neural network structure. Zhu et al. [19] proposed CAN to capture
information from adjacent characters and sentence context. Liu et al. [20] proposed a
method CN3, which can both dynamically construct a task-specific structure of sentences
and exploit rich local dependency information. Chen et al. [21] proposed GRN, which fused
the local context features into the global context features. Xu et al. [22] proposed ME-CNER
to derive rich semantic information from various granularities. Xu et al. [23] proposed an
attention-based neural network architecture to exploit document-level global information
from an electronic medical record corpus. In summary, the existing methods can improve
recognition accuracy by enhancing the vocabulary, but at the cost of information loss, and
due to the blurred boundaries of the Chinese unit vocabulary, word segmentation errors are
likely to occur, leading to the problem of error propagation. Furthermore, most methods
do not include entity relations for semantic reasoning.

3. Methodology

Next, we will introduce the labeling method of entities and relationships for mechani-
cal fault detection, and describe the details of MF-GCN.

3.1. Event Argument Entity and Relationship Labeling Strategies

In order to construct event logic ontologies for fault diagnosis, we use Prot’eg´e prior
to data labeling, as shown in Figure 1. Inspired by [24–26], the task of fault detection event
argument entity recognition is converted to a sequence labeling task. Entities and relation-
ships are predefined based on recommendations from experts in the field of mechanical
fault detection. An entity follows the BIO pattern, in which B indicates the start of the
entity, I indicates the middle of the entity, and O indicates none. The labeling process is as
follows. Firstly, we build the ontology model based on the expert’s advice. Based on the
ontology model, 7 argument entities Attribute, Attribute value, Equipment, Sub equipment,
Component, Part and Status value and 4 argument relations Lead To, Consist Of, Has
Attributes, and Appear are defined. Appear, Lead To are event trigger words. Consist Of,
Has Attributes are qualitative knowledge relations. In the second stage, we pre-label the
data samples according to the labeling method. We discuss the solution when uncertain
words appear, and update the labeling method. In the third stage, we divided into two
groups for formal annotation and compared the annotation results to ensure the accuracy
of the annotation. Figure 2a,b illustrate our labeling method with a sample sentence as an
example. A sample sentence is as follows: The winding of the motor has become damp and
the insulation has deteriorated causing the housing to be overcharged. Seven triples are
contained in the sentence. Lead To, Consist Of, Has Attributes, and Appear are predefined
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relation categories. The relationship category is labeled as N if the entity does not have any
relationships.
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Figure 2. Example of argument entity and relation annotations and relation diagrams for sample
sentences. The sentence in (a) means that the motor winding is affected with damp and the insulation
aging makes the shell live. An entity follows the BIO pattern, in which B indicates the start of the
entity, I indicates the middle of the entity, and O indicates none. A relationship is connected by an
entity tail to another entity tail. (b) shows the entity relationship of the sentence in (a). It shows that
the motor is composed of winding and shell. The shell is charged due to damp and insulation aging.

3.2. Model Structure

The MF-GCN consists of three layers: a feature fusion layer, a stacked BiLSTM layer,
and a BiGCN entity relation inference layer. Figure 3a illustrates the model structure of this
paper.
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Feature Fusion Layer:
Context Features. Context features enable entities to capture information about long-

distance dependencies. For a text sentence T = t1, t2, . . . , tn, ti is the character in the
text sentence. Through the Word2vec embedding layer to obtain the character vector
representation of the sentence C = (x1, x2, . . . , xn), after the vector C is Dropout processed,
it is input to Bi-LSTM so that each character of the sentence obtains the context feature, and
output this vector representation X = (o1, o2, . . . , on) with context features extracted.

Context Salient Features. Information on long-distance dependency and local context
salient features can be combined better with context salient features. Using CNNs (Convo-
lutional Neural Networks) for convolution operations, we obtain the vector representation
Y of the salient context feature.

Local Context Features. Both of the above features only consider character- level em-
beddings and do not consider radical features. In order to maximize the benefit of radical
features, this paper proposes a method for extracting local context features using radical
information. Local context features are important in determining entity semantics. For each
character ti in the text sentence T = {t1, t2, . . . , tn}, extract the radical ri of each character,
and obtain the radical sequence R = r1, r2, . . . , rn of the sentence. Then, through the
radical embedding layer, the radical sequence R is transformed into the radical-level vector
representation D. The radical-level vector D and the character-level vector C are merged,
and after Dropout processing is performed, they are input into the CNN to extract the local
context feature vector Z that combines the radical information and character information.
Local context features allow each character to obtain context information from adjacent
characters, and these features are important for recognizing event argument entities in fault
detection datasets. The formula for calculating the feature vector Z is as follows:

Z = Conv(D ⊕ C) (1)
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Stacked BiLSTM Layer. The feature vectors X, Y, and Z are merged and input into a
stacked two-layer Bi-LSTM, and the output entity hidden layer represents the sequence
H = (x1, x2,. . . , xn). Figure 3b illustrates the specific structure of Bi-LSTM stacked with two
layers. By stacking stacked Bi-LSTMs, long-range dependencies can be captured, making
up for the disadvantage that the Bi-GCN module, which will be used later, cannot encode
long-range information. Finally, we input the output vector of the stacked Bi-LSTM into
the conditional random field (CRF) to obtain the first-stage entity prediction result.

BiGCN entity relation inference layer. We utilize expert-defined and labeled event-
argument-entity relations in the dataset to construct graph structures from text sequences.
Given that there are head and tail entities involved in the entity-relationship, this paper
uses BiGCN to construct a weighted connection graph for text characters, to obtain the
relationship adjacency matrix between event argument entities, to extract regional node
features, and to update global context features. By using the manually labeled relationship
information, the entity boundary is modified in the second stage of the modeling process to
improve the accuracy of the entity boundary determination. There are weighted-weighted
connection graphs if there are k relations. Assuming that a text sequence of n characters
is given, with characters as nodes, an n × n adjacency matrix A can be used as the entity-
relationship adjacency matrix of each node for a certain relationship. If a Bi-GCN has l
layers, hl−1 is the hidden layer vector of node i at layer l-1, and hl is the output vector of
node i at layer l. Each node obtains the relationship information with other adjacent nodes
through the relationship adjacency matrix and passes it as input to the next layer.

Finally, the output vector of Bi-GCN is input to CRF to obtain the final entity prediction
result. The joint probability of label sequence and feature sequence is as Equation (2):

p(M, Y) =
n

∑
i=1

Ayi−1,yi + pi,yi (2)

Lossent = argmax
Y′∈ f (M)

log(p(M, Y) − log

 ∑
Y′∈ f (M)

ep(M,Y′)

 (3)

losstotal = loss1ent + loss2ent (4)

Throughout the model training, the total loss is calculated as the sum of the two-stage
event argument entity recognition losses, defined as equation.

4. Experiment
4.1. Experimental Settings

Dataset. This paper uses the labeled mechanical fault relevant text as the training data
of the NER model, with a total of 900 sample sentences and a total of 5860 labeled entities.
For entity labeling, the BIO labeling method is used. In addition, this paper also needs to
combine relational information to predict entities. This paper uses four relation types to
label the relation between event argument entities, as follows: Appear, Lead To, Consist Of
and Has Attributes.

Evaluation index. In this paper, the accuracy rate P (Precision), the recall rate R
(Recall), and the F1 score are used as indicators to evaluate the performance of the model.

Model hyperparameter settings and environment configuration. The model pro-
posed in this paper is implemented based on the Tensorflow framework, and the experi-
ment will perform 5-fold cross-validation. Adam optimizer is used during training. The
dropout rate is set to 0.9 to prevent overfitting. The experiments performed in this paper
all use the same configuration.

4.2. Model Performance Comparison

We compared the model MF-GCN with 5 models that perform well in public datasets.
Five comparison models are presented: Lattice LSTM, WC- LSTM, Simplified Lattice LSTM,
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LR-CNN, and Bert-CRF. In comparison with Lattice LSTM and WC-LSTM, the information
loss problem of the latter two is not present in MF-GCN. In comparison with Simplified
Lattice LSTMs and LR-CNN, although they solve the problem of information loss, they are
not capable of exploiting the entity-relationship information that MF-GCN does. The scores
of the above models are shown in Table 1. MF-GCN has achieved the best recognition effect
in the mechanical fault detection dataset, with an F1 score of 93.58%.

Table 1. Comparison of the effect of different models on the event argument entity recognition of the
mechanical fault detection dataset (unit:%).

Model P R F1 Score

Lattice LSTM [11] 90.67 92.12 91.39
Simplified Lattice [17] 92.06 92.69 92.37

LR-CNN [12] 92.29 93.44 92.86
Bert-CRF [27] 92.31 93.72 93.01

MF-GCN 93.78 93.38 93.58

Additionally, we conduct comparative experiments to demonstrate the effectiveness
of the MF-GCN feature fusion layer on the Weibo dataset. This dataset is a Chinese social
media (Weibo) named entity recognition dataset (Weibo- NER-2015), which contains 1890
pieces of information collected from Weibo between November 2013 and December 2014,
with a total of 1890 samples. The training set is 1350, the validation set is 270, and the test
set is 270. The four labels are PER, LOC, GPE, and ORG. When the Weibo dataset is used
for entity recognition tasks, the fusion of multiple text features can improve the recognition
effect since the corpus and semantics are sparse. As the Weibo dataset lacks labeled event
argument entity relationships, MF-GCN must remove the BiGCN entity relation inference
layer for experiments. The final results are shown in Table 2. MF-GCN still achieves a good
recognition effect after removing the BiGCN entity relation inference layer.

Table 2. Comparison of the recognition effects of different models on the Weibo dataset (unit:%).
NE, NM, and Overall represent the F1 scores for named entities, nominal entities (excluding named
entities), and both.

Model NE NM Overall

Lattice LSTM [11] 53.04 62.25 59.79
WC-LSTM [18] 52.55 67.41 59.84

Simplified Lattice [17] 56.99 61.41 61.24
LR-CNN [12] 57.14 66.67 59.92

ME-CNER [22] 75.17 64.39 68.93
MF-GCN(Remove Bi-GCN module) 74.93 64.84 69.52

4.3. Ablation Experiment

We demonstrate the effectiveness of each module in improving the performance of
the model by removing each module from the model and comparing it with the original
recognition effect. The results are shown in Table 3. When the context feature is removed,
the F1 score is reduced to 92.95%, which shows that the con-text feature can enable each
entity in the sentence to capture long-distance de- pendency information and improve
the performance of the model. When the context salient feature is removed, the F1 score
is reduced to 93.32%, which proves that combining local context information and long-
distance dependency information can improve the effect of entity recognition. When the
local context features are removed, although the Recall is increased to 94.35%, the Precision
is only 92.53%, and the F1 score is reduced to 93.44%, which indicates that the use of local
context features to infer entity semantic information has improved model performance. In
the absence of the relationship information, that is, the Bi-GCN module, the F1 score is
reduced to 90.30%, indicating that the addition of the event argument entity relationship
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information greatly improves the effect of event argument entity recognition. In the case
of Bi-LSTM with different stacked layers, when the stacked layer is 2, the F1 score is
the highest. During the experiment, the model that removes the context feature, context
highlight feature, local context feature, and Bi-GCN module all adopt the Bi-LSTM that is
stacked with two layers.

Table 3. Ablation experiment of MF-GCN in mechanical fault detection dataset (unit:%).

Model P R F1 Score

MF-GCN(Remove context features) 92.59 93.30 92.95
MF-GCN(Remove context salient features) 93.68 92.96 93.32

MF-GCN(Local context features) 92.53 94.35 93.44
MF-GCN(Remove Bi-GCN module) 90.26 90.33 90.30

MF-GCN (1 layer Bi-LSTM) 93.47 93.47 93.47
MF-GCN(2 layers stacked Bi-LSTM) 93.78 93.38 93.58
MF-GCN(3 layers stacked Bi-LSTM) 93.52 92.96 93.24

5. Conclusions

In the field of mechanical fault detection, the corpus is relatively small in size, with
many technical terms and sparse semantics. The existing methods fail to integrate multiple
text features and relational information well, and often perform poorly when performing
event argument entity recognition on corpora in the field of mechanical fault detection. In
this paper, we propose a model that fuses three textual features and incorporates entity-
relationship information, achieving an F1 score of 93.58%. The method outperforms other
typical models on the mechanical fault detection dataset. In our work, we demonstrate that
by integrating more textual features and incorporating entity-relationship information, it is
possible to improve the model’s event argument entity recognition performance. Although
our model has achieved good results in the recognition of event argument entities on the
mechanical fault relevant corpus, there is still room for improvement. In our next step,
we will expand the mechanical fault relevant corpus and use a portion of the corpus for
pre-training character embedding layers in order to obtain a more accurate model.
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