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Abstract: With the change in global climate and environment, the prevalence of extreme rainstorms
and flood disasters has increased, causing serious economic and property losses. Therefore, accurate
and rapid prediction of waterlogging has become an urgent problem to be solved. In this study,
Jianye District in Nanjing City of China is taken as the study area. The time series data recorded by
rainfall stations and ponding monitoring stations from January 2015 to August 2018 are used to build
a ponding prediction model based on the long short-term memory (LSTM) neural network. MSE
(mean square error), MAE (mean absolute error) and MSLE (mean squared logarithmic error) were
used as loss functions to conduct and train the LSTM model, then three ponding prediction models
were built, namely LSTM (mse), LSTM (mae) and LSTM (msle), and a multi-step model was used to
predict the depth of ponding in the next 1 h. Using the measured ponding data to evaluate the model
prediction results, we selected rmse (root mean squared error), mae, mape (mean absolute percentage
error) and NSE (Nash–Sutcliffe efficiency coefficient) as the evaluation indicators. The results showed
that LSTM (msle) was the best model among the three models, with evaluation indicators as follows:
rmse 5.34, mae 3.45, mape 53.93% and NSE 0.35. At the same time, we found that LSTM (mae) has
a better prediction effect than the LSTM (mse) and LSTM (msle) models when the ponding depth
exceeds 30 mm.

Keywords: LSTM model; deep learning; urban; waterlogging prediction

1. Introduction

With climate warming and accelerated urbanization, the frequency of extreme rainfall
events has increased. Rainstorm flood has become one of the main natural disasters
plaguing many cities in China, and has brought serious threats to human production, life
and socio-economic activities [1–3]. From 16 to 21 July 2021, a rare and continuous heavy
precipitation weather process occurred in Zhengzhou, and, as of 12:00 on August 2, the
heavy flooding caused by heavy rain caused direct economic losses of CNY 114.269 billion,
302 deaths and 50 people missing [4–6]. As one of the important non-engineering measures
for flood control and disaster reduction, waterlogging prediction plays a key supporting role
in urban flood control and disaster reduction. Although the existing physically driven urban
waterlogging model can reflect the characteristics of urban rainfall-ponding in a certain
period, there are still problems such as inefficient calculation and complex modeling [7].

With the advent of the era of big data and artificial intelligence, the abundance of
hydrological observation data and the improvement of computer computing power [8],
the use of neural networks for deep learning in the computer field to solve the problem
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of waterlogging prediction has become the focus of attention [9–11]. Among many neural
networks, recurrent neural network (RNN) has better performance in processing and
predicting time series data [12], but it also has the problem of gradient disappearance
or explosion, which easily leads to unsatisfactory prediction results [13]. The LSTM is
a variant of RNN, which largely improves the ability to handle long-term dependence
problems and can handle time-dependent data well [14].

At present, the LSTM method is being widely used in multivariable field of hydrology.
Chen et al. [15] used the LSTM model to study the water level fluctuation and reservoir
operation in Dongting Lake. Comparing the LSTM model with the SVM model and
comprehensively examining the impact of the presence of the Three Gorges Dam on the
water level of Dongting Lake, it was concluded that the deviation value of the LSTM model
was much smaller than that of the SVM model and showed better results in the prediction
of high water levels; Sudriani et al. [16] proposed a deep learning algorithm based on a
recursive long-term and short-term memory neural network to predict the irrigation flow
in the dry season in advance. By comparing the measured data of basin stations, the results
show that the relative error is less than 10%. Hrnjica et al. [17] proposed a lake water level
prediction model based on FFNN and LSTM, performed an error analysis of the model
simulation effects and proved that the model was effective in predicting time series data.
Miao et al. [18] adopted a deep neural network composed of a convolutional neural network
and an LSTM recursive module. The network model improved the resolution and accuracy
of the GCM precipitation prediction. Kratzert et al. [19] trained LSTM models using a large
flow dataset and compared the LSTM model prediction results with the actual flows, and
found that the LSTM model can be used to predict watershed flows [20]. Zhang et al. [21]
discussed the applicability of LSTM in water level prediction in urban drainage pipelines.
Hu et al. [22] compared the ability of LSTM and ANN in rainfall runoff, and the results
showed that the prediction accuracy of LSTM was higher than that of ANN.

Combined with the research status, machine learning technology is mostly applied to
river basins, and its application in urban hydrology needs to be strengthened. However, the
LSTM method itself is very mature, and the interdisciplinary research of machine learning
technology represented by LSTM and the waterlogging simulation field is worth extensive
testing. Therefore, the Jianye District of Nanjing, located in southeast China, is taken as
the study area. Combined with the rainfall and ponding monitoring data in the study
area, a multi-step and multivariable ponding prediction model is established based on the
LSTM method. The performance of three loss functions (MSE, MAE and MSLE) in the
rainfall–ponding prediction model was compared, and the influence of rolling step on the
prediction result of water accumulation in the next hour was also explored.

2. Rainfall Prediction Model Construction
2.1. Modeling Principle

Deep learning is a concept introduced in recent years, which mainly refers to neural
network models with more layers and neurons, including feedforward networks, feedback
networks and self-organizing network models [23]. As one of the most popular variants
of RNN, LSTM improves the problem of gradient disappearance in RNN through gate
structure. LSTM cells contain three types of gates: input gates, which can be adaptively
proportioned to the unit memory; forget gates, which mainly characterize the forgetting
rate of the unit memory for a given input; and output gates, which mainly control the unit
memory to influence the node output [24]. The LSTM structure is shown in Figure 1.

The output structure of LSTM outputs a value of 0 or 1 to the number in c(t−1) by
reading h(t−1) and x(t), where “1” means keeping and “0” means discarding, as follows:

f (t) = σ
(

W( f ) ·
[

h(t−1), x(t)
]
+ b( f )

)
(1)

where h(t−1) denotes the cell output at the previous moment and b denotes the correspond-
ing bias term.
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The input gate determines how much information is allowed to be added to the cell,
and the cell state is updated through the information decision of the sigmoid layer in con-
junction with the information generation of the tanh layer [25]. The output gate determines
which part of the information about the current cell state is output, still done through the
sigmoid layer and the tanh layer. The input gate steps are shown in Equations (2)–(4), and
the output gate steps are shown in Equations (5) and (6):

i(t) = σ
(

W(i) ·
[

h(t−1), x(t)
]
+ b(i)

)
(2)

c̃(t) = tanh
(

W(c) ·
[

h(t−1), x(t)
]
+ b(c)

)
(3)

c(t) = f (t) · c(t−1) + i(t) · c̃(t) (4)

o(t) = σ
(

W(o) ·
[

h(t−1), x(t)
]
+ b(o)

)
(5)

h(t) = o(t) · tanh
(

c(t)
)

(6)

where f, i, c and o denote the forget gate, input gate, cell state and output gate, respectively;
h(t) denotes the output at the current moment; and σ and tanh denote the activation function
sigmoid and hyperbolic tangent function, respectively [26].

2.2. Prediction Objectives

In this paper, through deep mining of historical rainfall data and ponding data, we
construct a rainfall–ponding prediction model based on LSTM, design the model input–
output structure as well as perform model parameter optimization, and achieve the goal
of predicting future ponding processes at multiple time steps based on future rainfall
prediction values through model calculations [19].

According to the experimental data, and the urban area production and confluence
calculation method, the total duration from the beginning of the rainfall production process
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to the end of the surface confluence process is generally less than 4 h. Therefore, the
prediction objective of this paper is to make multiple time-step predictions of the future 1 h
ponding process using the past 4 h ponding process and the rainfall process at each relevant
rainfall station, and combining the predicted values of the future 1 h rainfall process [27].

2.3. Model Framework

The framework of the rainfall–ponding prediction model is shown in Figure 2.
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Data preprocessing plays a key role in the quality of model training results [28]. The
raw rainfall data and ponding data are processed by resampling and normalization to
obtain a time series suitable for model training [29]. Through data set partitioning, the time
series are divided into a training set for model training, and a test set for model validation
and evaluation. The original data were randomly divided into training set and test set
according to the proportion of 80% and 20%.

According to the prediction objectives [30], the training and test sets are again divided
into feature sets containing nonlinear features between multiple variables and label sets
with the same prediction objectives by setting appropriate sliding windows. The models are
compiled and trained separately by setting different loss functions to verify and evaluate
the impact of the models trained by different compilation methods on the prediction
results [31,32].

2.4. Optimization Algorithm in Model Compilation

Before using the deep learning model, it is generally necessary to abstract the problem
to be solved mathematically, that is, define a loss function, and then use the optimization
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algorithm to minimize the loss function by changing the parameters of the deep learning
model [33,34].

Due to its fast speed, small memory requirement and different adaptive learning rate
for different parameters, the adaptive moment estimation (ADAM) optimization algorithm
was selected in this study. MSE, MAE and MSLE were taken as loss functions to train the
model and analyze their effects on the prediction results.

3. Case Study
3.1. Study Area and Data Sources

Jianye District is one of the six main urban areas of Nanjing, and the district boundary
is determined as starting from Hanzhong Gate Avenue in the north, reaching the Qinhuai
New River in the south, the External Qinhuai River in the east, and the Yangtze River
midline in the west. The total area of the district is 80.87 km2, and the topography is
low in the south and high in the north, which is a Yangtze River floodplain landform
unit [6]. Climatically, Jianye District belongs to the maritime climate zone with humid north
subtropical climate zone and monsoon circulation, with significant monsoon, cold winter
and hot summer, four distinct seasons, sufficient sunshine and abundant precipitation.
Rainfall varies greatly between years and seasons, with obvious abundance and uneven
rainfall distribution.

According to the prediction objectives, the time series data collected in this paper
mainly includes two categories: the first category is rainfall data, which are all the recorded
original rainfall data from January 2015 to August 2018 at the rainfall stations of Olympic
Sports Center and Jiangxinzhou. The time interval of the original rainfall data is 1 h. The
second category is the ponding monitoring data, which is recorded at the ponding survey
point near the gas station on Jiqing Gate Avenue in the same period as the rainfall records,
with a data interval of 5 min. The two categories of original time series data are generally
partially continuous, and the data are continuous in a certain period of time when rainfall
events occur.

3.2. Data Pre-Processing

Due to the different sources of the two types of raw data and the possible system-
atic bias caused by historical reasons, the raw data need to be pre-processed before the
model training.

3.2.1. Continuous Series Segmentation

Both types of raw data are partially continuous and need to be divided into continuous
series before interpolation. One hour is chosen as the criterion to determine whether the
data is continuous or not. The adjacent moments in the original data with time interval
more than one hour are intermittent points, and the time series between two intermittent
points are continuous time series.

3.2.2. Resampling

According to the prediction target, this paper resamples the rainfall data and water
depth data into a time series with 5 min as the time interval. The rainfall data is an hourly
time series, so the interpolation method for its high frequency upsampling lacks practical
significance, so this paper chooses to use the fill method to process the rainfall data. The
short time interval of ponding depth data is suitable for downsampling the ponding time
series by interpolation method. The commonly used interpolation methods are linear
interpolation and cubic spline interpolation, etc. In order to avoid negative values in the
interpolated time series, this paper chooses to use the linear method to process the ponding
depth data.
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3.2.3. Screening

At the moment t, the data are screened by using whether the sum of rainfall at each
rainfall station is equal to 0 as the basis for determining whether the moment is a clear day
or not, in order to properly eliminate potential systematic errors. The screening methods
are: rain only and no screening.

3.2.4. Normalization

Because of the differences in the unit scale and order of magnitude of multivariate
sensor data, it is easy to make the neural network difficult to converge and increase the
training difficulty of the model, so this paper adopts the min–max standardization method
to normalize the data.

x∗ =
x − xmin

xmax − xmin
(7)

where x∗ is the normalized data of a certain ponding factor; x is the original data of a
certain type of ponding factor; xmax is the maximum value of a certain type of ponding
factor; and xmin is the minimum value of a certain type of ponding factor.

3.3. Model Training
3.3.1. Defining Labeled Data and Feature Data

In the pre-processed time series set, assuming that the total amount of data in each
column is n, the labeled data set y is shown in Equation (8).

y =
(
y1, y2, y3, . . . , yn

)
(8)

where y is the ponding dataset.
The feature data set X is shown in Equation (9).

X =
[(

y1, y2, y3, . . . , yn
)
, (X11, X12, X13, . . . , X1n), (X21, X22, X23, . . . , X2n)

]
(9)

where X is the rainfall dataset, X1n is the rainfall dataset of the rainfall station of the Olympic
Center and X2n is the rainfall dataset of the rainfall station of Jiangxin island, where the
training label dataset is denoted as y_train and the training feature dataset is denoted as
X_train, the test label dataset is denoted as y_test and the test feature dataset is denoted as
X_test.

3.3.2. Moving Sliding Window

According to the prediction target, the moving sliding window is set as shown in
Equations (10) and (11).

yt =
(

yt+1, yt+2, yt+3, . . . , yt+12
)

(10)

Xt =

(yt−59, yt−58, yt−57, . . . , yt), (Xt−59
1 , Xt−58

1 , Xt−57
1 , . . . , Xt+12

1

)
,(

Xt−59
2 , Xt−58

2 , Xt−57
2 , . . . , Xt+12

2

)  (11)

where t denotes the current moment, yt is the label data and Xt is the feature data.

3.4. Hyperparameter Setting

The precision of LSTM model in predicting water depth is also related to the value of
each hyperparameter. Hyperparameter refers to a group of optimal parameters that are
searched and set in advance before the model starts training, which can better improve the
accuracy and performance of the model. Sensitive hyperparameters in this study include:
batch size, hidden layers, node numbers, dropout and epochs.

Set the initial values of the above parameters according to the recommended values in
the relevant subject literature, and select the random search method to realize the automatic
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search optimization of the hyperparameters. The optimal superparameter combination is
determined as follows:

Set the number of nodes in the input layer units = 256, the number of nodes in the
output layer units = 32, and set two hidden layers with the number of nodes units = 128. To
avoid model overfitting and to improve the model generalization ability, set dropout = 0.4
between the input layer to the first implied layer and dropout = 0.3 between the two implied
layers. Set batch size = 256 and epochs = 30.

4. Evaluation of Prediction Results
4.1. Prediction Accuracy Index

According to the “Hydrological Intelligence Forecasting Specification” and combined
with the actual situation, RMSE, MAE, MAPE and NSE are selected in this paper as the
prediction accuracy evaluation.

1. Root mean squared error (RMSE)

The root mean square error is used to reflect the degree of deviation between the
predicted and measured flood values, with smaller values indicating smaller deviations.
The RMSE is calculated as shown in Equation (12).

RMSE =

√
1
n ∑n

i=1

[
yc(i)− y0(i)

]2 (12)

2. Mean absolute error (MAE)

The mean absolute error reflects the degree of error between the predicted value and
the measured value, and the smaller the value the closer the predicted value is to the
measured value. MAE is calculated as shown in Equation (13).

MAE =
1
n ∑n

i=1

∣∣yc(i)− y0(i)
∣∣ (13)

3. Mean absolute percentage error (MAPE)

The mean absolute percentage error is used to reflect the error between predicted and
measured values as a percentage of the measured values. A MAPE of 0% indicates a perfect
model, while a MAPE greater than 100% indicates a poor model. MAPE is calculated as
shown in Equation (14).

MAPE =
1
n ∑n

i=1

∣∣∣∣yc(i)− y0(i)
y0(i)

∣∣∣∣× 100% (14)

4. Nash–Sutcliffe efficiency coefficient (NSE)

NSE = 1 − ∑n
i=1
[
yc(i)− y0(i)

]2
∑n

i=1
[
yc(i)− y0

]2 (15)

The Nash–Sutcliffe efficiency coefficient is used to assess the predictive power of the
hydrological model and takes values from negative infinity to 1. In the case of a perfect
model with zero variance of the estimation error, the resulting NSE = 1; NSE = 0 indicates
that the model has the same predictive power as the mean of the time series in terms of the
sum of squared errors; if the variance of the estimation error of the modeled time series is
significantly larger than the variance of the observations, NSE becomes negative.

In the above equation, yc(i) is the predicted value, y0(i) is the measured value, y0 is
the mean of the measured value and n is the number of samples.



Appl. Sci. 2022, 12, 12334 8 of 13

4.2. Analysis of Prediction Results

In this paper, rainfall data and ponding data from 1 August 2017 to 12 August 2017 are
selected as the test set, with 240 sets of ponding–rainfall data, and the models are trained
with MSE, MAE and MSLE as loss functions, denoted as LSTM (mse), LSTM (mae) and
LSTM (msle). The prediction results for each time-step are shown in Figure 3.
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According to Figure 3, the prediction results obtained from the LSTM models trained
by the three loss functions are synchronous with the measured values in general, but all
of them have different degrees of backward shift; the prediction results after 35 min in
particular have a significant backward shift. For the prediction of the extreme values
of ponding depth, LSTM (mae) predicted the extreme values over 40 mm close to the
measured values, but the prediction for the general values of ponding depth (less than
30 mm) was poor; LSTM (mse) and LSTM (msle) predicted the general values better.

The prediction results of each model were evaluated by RMSE, MAE, MAPE and NSE
for accuracy calculation, and the average value of prediction accuracy of each model at
each time step is shown in Figure 4.
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5–30 min 
average −1.11 −0.85 −12.18 0.25 −0.45 −0.54 −7.25 0.10 0.67 0.31 4.93 −0.16 
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Figure 4. Evaluation of prediction accuracy at each moment measured by (a) RMSE, (b) MAE,
(c) MAPE and (d) NSE.

Compare the four precision indicators of the three models in pairs, and the accuracy
comparison results are shown in Table 1.

Table 1. Model accuracy comparison.

Time
LSTM (msle) vs. LSTM (mse) LSTM (msle) vs. LSTM (mae) LSTM (mse) vs. LSTM (mae)

RMSE MAE MAPE (%) NSE RMSE MAE MAPE (%) NSE RMSE MAE MAPE (%) NSE

5 min −1.92 −1.43 −18.91 0.43 −0.67 −0.84 −15.90 0.13 1.25 0.59 3.01 −0.30
10 min −1.37 −1.10 −13.64 0.31 −0.32 −0.46 −5.99 0.07 1.04 0.64 7.64 −0.25
15 min −1.26 −1.06 −13.36 0.29 −1.19 −0.85 −14.11 0.27 0.06 0.20 −0.75 −0.02
20 min −1.28 −0.87 −10.95 0.30 −0.42 −0.55 −2.13 0.09 0.86 0.32 8.82 −0.21
25 min 0.12 0.01 −4.03 −0.03 1.03 0.39 3.50 −0.25 0.91 0.38 7.52 −0.22
30 min −0.97 −0.66 −12.18 0.23 −1.09 −0.94 −8.84 0.26 −0.12 −0.28 3.34 0.03

5–30 min
average −1.11 −0.85 −12.18 0.25 −0.45 −0.54 −7.25 0.10 0.67 0.31 4.93 −0.16

35 min −0.35 −0.53 −15.21 0.09 −0.17 −0.34 −5.24 0.05 0.18 0.19 9.97 −0.05
40 min −0.74 −0.62 −14.20 0.19 −1.10 −0.92 −10.41 0.29 −0.35 −0.30 3.79 0.10
45 min −0.48 −0.41 −14.18 0.13 −0.21 −0.57 −8.43 0.06 0.27 −0.16 5.74 −0.07
50 min −0.76 −0.70 −17.79 0.22 −1.15 −1.07 −12.17 0.34 −0.39 −0.37 5.62 0.12
55 min −0.51 −0.21 −2.92 0.15 −1.79 −1.26 −7.37 0.58 −1.28 −1.05 −4.45 0.43
60 min −0.82 −0.79 −20.46 0.24 −1.49 −1.27 −19.46 0.47 −0.67 −0.48 1.00 0.22

35–60 min
average −0.61 −0.54 −14.13 0.17 −0.99 −0.91 −10.51 0.30 −0.38 −0.36 3.61 0.12

full time
average −0.86 −0.70 −13.15 0.21 −0.72 −0.72 −8.88 0.20 0.15 −0.03 4.27 −0.02

According to Figure 4 and Table 1, LSTM (msle) is the model with the best accuracy
indicators among the three models, in which the average RMSE is 5.34, MAE is 3.45, MAPE
is 53.93% and NSE is 0.35. Compared with LSTM (mse) and LSTM (mae), full time average
MAPE of LSTM (msle) decreased by 13.15% and 8.88%, respectively, and full time average
NSE increased by 0.21 and 0.20, respectively.

The comparison results of LSTM (mse) and LSTM (mae) precision indicators show that
the average RMSE, MAE and MAPE of LSTM (mse) in the first 30 min (the first 6 moments)
were higher than those of LSTM (mae), and the NSE was relatively smaller, indicating
that the prediction effect of LSTM (mae) was better than that of LSTM (mse) in the first
30 min; while the average RMSE, MAE and NSE of LSTM (mse) in the next 30 min (the last
6 moments) are slightly better than those of LSTM (mse).
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5. Conclusions

In this paper, an effective rainfall–ponding prediction model is constructed based on
LSTM for multi-step prediction of urban waterlogging. Relevant data from rainfall stations
and ponding points in Nanjing from January 2015 to August 2018 were collected, and
the models were trained with MSE, MAE and MSLE as loss functions and predicted the
future 1 h ponding depths, and the following conclusions were drawn by calculating and
comparing the prediction accuracy of each model:

1. The LSTM fully exploits the nonlinear relationship between the rainfall data of each
rainfall station and the ponding data of individual ponding survey points, and has a
good multi-step prediction effect on the future ponding process.

2. With the increase of time step, the prediction accuracy of each model decreases to
different degrees, and 0–40 min in the future is the time range to achieve better
prediction effect.

3. The model trained with MSLE as the loss function has high prediction accuracy, but
the prediction effect is not good in extreme or special conditions, while the model
trained with MAE as the loss function can better predict the excessive ponding depth
in special conditions.

4. The limitation of our study lies in the fact that the number of positive samples in the
data set is relatively small. In future research, we will set about extending the scale of
the data set to build a predictive model with better performance. Meanwhile, we will
consider other deep learning models, such as convolutional neural networks (CNNs),
to improve the prediction of urban flood waterlogging depth.
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