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Abstract: With the rapidly growing number of scientific publications, researchers face an increasing
challenge of discovering the current research topics and methodologies in a scientific domain. This
paper describes an unsupervised topic detection approach that utilizes the new development of
transformer-based GPT-3 (Generative Pretrained Transformer 3) similarity embedding models and
modern document clustering techniques. In total, 593 publication abstracts across urban study
and machine learning domains were used as a case study to demonstrate the three phases of our
approach. The iterative clustering phase uses the GPT-3 embeddings to represent the semantic
meaning of abstracts and deploys the HDBSCAN (Hierarchical Density-based Spatial Clustering of
Applications with Noise) clustering algorithm along with silhouette scores to group similar abstracts.
The keyword extraction phase identifies candidate words from each abstract and selects keywords
using the Maximal Marginal Relevance ranking algorithm. The keyword grouping phase produces
the keyword groups to represent topics in each abstract cluster, again using GPT-3 embeddings, the
HDBSCAN algorithm, and silhouette scores. The results are visualized in a web-based interactive
tool that allows users to explore abstract clusters and examine the topics in each cluster through
keyword grouping. Our unsupervised topic detection approach does not require labeled datasets for
training and has the potential to be used in bibliometric analysis in a large collection of publications.

Keywords: topic analysis; language model; document clustering; keyword extraction; bibliomet-
ric analysis

1. Introduction

With the number of research scientific publications growing rapidly over the past
decades, it has become increasingly difficult for researchers to review large volumes of
publications to discover the current topics and explore new emerging themes in a scientific
field. Topic detection is a process that identifies the main topics among a collection of
text data, where each topic is represented by a list of words [1]. LDA (Latent Dirichlet
Allocation) and LSA (Latent Semantic Analysis) are popular topic modeling techniques
that help to discover, summarize, and represent topics from a large corpus of texts. These
methods are commonly used in the analysis of trending topics in social media texts [2].
In recent years, the demand for topic detection tools that can find topics but also help
understand how a topic is derived has become increasingly important. Hence, keywords,
of up to five or six words, have been commonly used to represent the topics of a document
in the literature. They have also served as index terms for searching published literature
in bibliographic databases such as Scopus, Web of Science, ScienceDirect, etc. Existing
bibliometric text analysis tools, such as SciIMAT [3], bibliometrix [4], and VOSviewer [5],
use keywords to provide a general idea of the scientific publications under investigation.
Most keywords are single words, but two or three words are also common. They are
usually assigned by authors based on their own judgment by means of common taxonomy.
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However, more recently, the advancement of text mining techniques has automated the
keyword extraction process, particularly from a large volume of texts.

Current keyword extraction methods fall into two categories: supervised and unsu-
pervised. The supervised approaches, for example, KEA [5], treat keyword identification as
a classification task. It trains a model on top of an external corpus with known keywords
to distinguish relevant and irrelevant keywords and the model is then used to predict the
keywordness of candidate words. Unsupervised learning approaches such as YAKE! [6],
TextRank [7], or RAKE [8] use algorithms to rank candidate words, from which keywords
with high ranks are selected. These methods treat the collection of documents as a whole
when generating keywords.

There has been research that combines document clustering and keyword algorithms
to detect topics, where the documents are split into a number of clusters and topics or
keywords are extracted for each cluster. This approach represents a document with a vector
of float numbers (also called an embedding), which quantifies the semantic meaning of a
document, and then generates clusters based on the semantic similarity of documents so
that documents with similar meanings are grouped in the same cluster. The most popular
clustering algorithms are K-means and HDBSCAN (Hierarchical Density-Based Spatial
Clustering of Applications with Noise), where K-means requires a predetermined K, the
number of clusters, and HDBSCAN can detect the outliers, the documents not belonging to
any clusters. There are a number of document embedding methods, from Bag-of-words
(BoW), Word2Vec [9], and Doc2Vec [10] to the most recent, transformed-based such as BERT
(Bidirectional Encoder Representations from Transformers) [11] and the GPT-3 similarity
embeddings [12]. Radu et al. (2020) [13] and Vahidnia et al. (2021) [14] experimented with
Doc2Vec embedding with off-the-shelf clustering algorithms, such as K-means, hierarchical
agglomerative clustering, and deep embedded clustering [15], on publication abstracts
and then used the TF-IDF terms to label each cluster. Their results showed that the use of
Doc2Vec embedding improves the accuracy of clustering algorithms.

However, there is limited research in the area of topic analysis that takes advantage of
the transformer-based language models such as BERT and GPT-3 to represent the semantic
meaning of the text. Our main contribution is to demonstrate that a simple method,
document clustering algorithms combined with the transformer-based text representation,
can be used to group texts at different levels: individual words, multiple words, sentences,
or a document, by their semantic meanings. Furthermore, the visualization techniques that
are commonly used to present document clustering results are used to illustrate the natural
grouping of documents and topics, which adds a new angle to interpreting topics through
a list of keywords. Our approach is illustrated using a small collection of 593 publication
abstracts gathered from Scopus using the combination of terms machine learning and urban
study. A web-based interface is developed to showcase our approach, which has the
potential to be used in any text analysis tools that need to provide a fine-grained topic
analysis of a large collection of publications.

2. Background and Relevant Literature

This section provides an overview of the techniques used in this study, particularly
document clustering algorithms, pretrained embedding models and their applications in
document clustering, and keyword extraction.

2.1. Document Clustering Algorithms

Document clustering techniques discover the natural groupings among a collection of
documents based on text similarity. They are unsupervised methods that do not require
prior document labeling, where a document is represented by a high dimensional semantic
vector space and similar documents tend to stay close and form a dense area. Used as an
alternative to text classification techniques, they are suitable for detecting new emerging
topics that did not occur before [16]. The K-means and HDBSCAN (Hierarchical Density-
Based Spatial Clustering of Application with Noise) algorithms are the two most used
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clustering algorithms. K-means attempts to partition the documents into a set of k clusters,
where k is a pre-defined number decided by the user. This algorithm uses an iterative
procedure to assign every document to its closest cluster whilst updating the cluster
centroids. However, the number of clusters k is hard to determine unless users have
prior knowledge and a deep understanding of their data to evaluate the clustering results
and find the correct clusters [17], and the algorithm is not sensitive to noise data, i.e., the
documents not belonging to any of the clusters. HDBSCAN [18] produces clusters of data
points (in the form of vectors) that have a higher density in the neighboring regions that
contain at least a minimal number of data points. HDBSCAN uses GLOSH (Global-Local
Outlier Scores from Hierarchies) to detect outliers that are decided by a score (from 0 to 1)
when the density of outlier points is much lower than their closest cluster that they are most
associated with [19]. Therefore, compared to K-means, HDBSCAN can discover clusters
with variable density and different shapes, and achieve better clustering results [20] due to
its outlier detection.

2.2. Pretrained Language Models and Applications

Natural language processing applications such as text classification, document cluster-
ing, machine translation, and machine understanding rely on numerical representation of
texts (vectors of float numbers or embeddings) that can be mathematically computed. Bag-
of-words is the simplest representation that treats each word in a document as an atomic
indicator and uses word counts to produce sparse vectors; however, it fails to recognize the
words with semantic similarity, e.g., car and bus, because word counts are not sufficient
to encode the meaning of a word [21]. Word2Vec embedding [9] is an advancement that
represents the word with a dense vector of a few hundred dimensions by utilizing the
information of neighboring words. It represents similar words (car and bus) with similar
embeddings that capture their semantic and syntactic relations. Doc2Vec [10] is a document
representation of Word2Vec that takes the word order into account. Comparative studies by
Radu et al. (2020) [13] and Vahidnia et al. (2021) [14] have shown that Doc2Vec models with
off-the-shelf clustering algorithms such as K-means and DBSCAN [22] and deep embedded
clustering [15] improve the accuracy of document clustering on scientific publications and
outperform classical bag-of-words. However, for Word2Vec and Doc2Vec embeddings,
only one vector is generated for a word, which fails to embed different senses of a word, for
example, the word bank regardless of whether it is used in river bank and commercial bank.

The latest technique, transformer-based embedding such as BERT (Bi-directional En-
coder Representation from Transformer) [11], considers the surrounding context of a word
and produces different vectors of a word depending on its context. The first BERT model
was trained on BooksCorpus (800 million words) [23] and English Wikipedia (2500 million
words) and on two tasks: predicting the masked words, and predicting whether the next
sentence follows the first sentence given a pair of sentences. Pretrained BERT models,
trained with slightly different neural network architectures or on different datasets, have
been widely used in text mining tasks that require vector representation of the text such
as detecting cyberbullying contents on social networks [24], recommending news articles
relevant to reader interests [25], searching scientific articles with specific criteria [26], and
detecting credible disaster information from massive social media posts [27]. However,
BERT models are restricted to short texts of a few hundreds of tokens (from 384 to 512 to-
kens) [28] due to the transformer’s quadratic computational complexity with the input
length. There are only a few studies that have utilized pretrained BERT models for doc-
ument representation in document clustering. A topic analysis by [29] combined a BERT
model and k-means algorithm detects the topics and clusters from a collection of geospatial
research publications. Comparative studies by Altuncu et al. (2021) [30] and Nasim and
Haider (2022) [31] reported that the use of BERT models improved the performance of
document clustering algorithms such as K-means, DBSCAN, and Affinity Propagation [32].

Recently, a number of transformer-based language models have been developed to
learn the embeddings for texts. The sentence-BERT model [33], a modification of BERT, in a
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study by Li et al. (2020) [34] shows that pretrained BERT models without further fine-tuning
perform poorly in semantic similarity tasks such as document clustering. Sentence-BERT
utilizes the Siamese and triple network structures to fine-tune pretrained BERT models to
derive semantically meaningful context vectors, where the text similarity can be estimated
using the cosine similarity. A study by Ito and Chakraborty (2020) [35] uses the sentence-
BERT model and the K-means algorithm to cluster COVID-19-relevant tweets and discover
the topics that reveal useful information to assist government decision-making.

In parallel with BERT models, GPTs (Generative Pretrained Transformers) such as
GPT-2 [36] and GPT-3 [37] are language models that are trained on massive amounts of
texts (400 billion words) to generate realistic human text. GPT-3 offers a set of models for
NLP applications that require an understanding of the content such as language translation,
classification, text sentiment, and summarization. Recently, three families of embedding
models were made available for different functionalities: text search, text similarity, and
code search. These embedding models can be used directly to generate embeddings that
contain an information-dense representation of the semantic meaning of a piece of text.
In this study, we use pre-trained similarity embedding models for clustering. Similar to
other GPT-3 models, the similarity embedding provides four models that all are trained on
the same dataset with different parameter sizes: Davinci (175 billion), Curie (6.7 billion),
Baggage (1.3 billion), and Ada (350 million). In this study, as suggested by Neelakantan
et al. (2022) [12], the Curie model is chosen for its better performance than Ada or Baggage
and a close performance to the most capable Davinci.

2.3. Keyword Extraction

Here, we refer to a keyword as a term that constitutes a single word (e.g., temperature)
or multiple words (e.g., cooling systems). When publishing, authors are often required to
assign up to five or six keywords to the research article. These keywords tend to be general
and mainly for catalog purposes. Keyword extraction techniques have been developed to
automatically identify a list of terms that provide a more comprehensive summary of a
document, and it is a technique widely used in information retrieval and topic modeling.
The common approaches [38] to derive keywords include:

Rule-based linguistic approaches that use linguistic knowledge and rules;
Statistical approaches (such as TF-IDF) that use term frequency and co-occurrence
statistics;

e Domain knowledge approaches that utilize an ontology in a domain to identify key-
words;

e  Machine learning approaches that use algorithms to automatically detect keywords.

Hence, our literature reviews focus on machine learning approaches that are used in
this study. The machine learning approaches are of two types: supervised and unsupervised.
Supervised approaches train models using human-labeled keywords. The KEA (Keyphrase
Extraction Algorithm) model [5] is one of the most used and was built using author-
assigned keywords to identify relevant and non-relevant candidate keywords. However,
the supervised approach requires human-labeled data, which is not always available [39].
There are publicly accessible topic datasets labeled with keywords in the areas of public
health, biomedicine, and pandemic impact, provided by research analytics tools such as
the SciVal service [40], but they are not particularly useful for this study, which focuses on
different domains (e.g., machine learning and urban planning).

In contrast, unsupervised approaches use rank algorithms to select the representative
keywords from a list of candidates. For example, TextRank [7] uses a word graph to
represent a document, where the nodes are nouns or verbs and their occurrences within
a window (2 to 10 words) are edges. Keywords are selected using Google’s PageRank
algorithm [41]. Rake [8] (Rapid Automatic Keyword Extraction) uses the word statistics
(word frequency and word co-occurrences) of a document to determine the keywords from
a list of content words that convey the meanings and exclude punctuations and function
words such as and, of, and the. YAKE! [6] calculates and ranks candidates (one or two
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words) by a combined score of word statistical features, such as word case (uppercase is
more important), position, frequency, relatedness to context, and occurrences in different
sentences.

Nowadays, unsupervised algorithms are the most commonly used because they can be
applied to the texts in different domains and languages, especially when human annotated
labels are not available. However, they tend to generate similar candidate keywords such as
deep learning analytics, learning technique, and machine learning that express a similar concept
and therefore reduce the informativeness and representativeness of the keyword list [42]. In
this study, we incorporate the Maximal Marginal Relevance (MMR) [43] ranking algorithm
to select candidate keywords and remove redundant candidates that have similar meanings
from the keyword list. The MMR algorithm has been adopted in information retrieval
and recommendation systems to provide relevant and interesting results that users have
preferences over [44].

3. Methodology

Here, we attempt to provide a web-based topic analysis tool that allows researchers to
explore the current topics in a research area and discover the methods and data that are de-
ployed in the investigation. Urban planning is the study of interest in this paper as our team
has received funding (New Zealand National Scientific Challenge for Better Built Homes,
Towns and Cities) for research in this area and published several publications [45-48]. In
this study, we focus on research articles in the area of using Al and machine learning in
urban governance/design/planning/study with urban data. The abstracts of 593 articles
were collected from Scopus using the search term (“AI” OR “machine learning”) AND
(“urban governance” OR “urban design” OR “urban planning” OR “urban data” OR “urban
studies”). Along with the metadata such as titles, citations, and author list, the abstracts
were downloaded from Scopus (accessed on 10 February 2022) and served as our study
data. The methods used in this study comprised three phases, an overview of which is
illustrated in Figure 1.

1.  The iterative clustering phase represents abstracts as GPT-3 similarity embeddings
and uses the HDBSCAN algorithm along with silhouette scores [49] to divide abstracts
into clusters.

2. The keyword extraction phase identifies candidate words from each abstract and se-
lects 5 keywords from candidate words with the MMR ranking algorithm to represent
each abstract in the abstract clusters.

3.  The keyword grouping phase represents keywords as GPT-3 similarity embeddings
and uses the HDBSCAN algorithm and silhouette scores again to form keyword
groups to represent topics in an abstract cluster.

The abstract clustering and keywords grouping results are presented in a web-based
interactive visualization tool, where the user can inspect the topics of abstract clusters. The
visualization will be covered in detail in the result section.

3.1. Iterative Clustering

This phase divides abstracts into small clusters iteratively according to the semantic
similarity through the three steps shown in Figure 2. In Step 1, we use the pretrained GPT-3
similarity embedding model (‘text-similarity-curie-001") through OpenAl’s API service to
map the abstracts to the embeddings with 4096 semantic features. In Step 2, the high-
dimension space of the abstract embeddings is reduced to a reasonable range because
HDBSCAN requires the dimension size to be smaller than the number of abstracts, in our
case, smaller than 593 (the total number of abstracts in our dataset). This also minimizes the
computation complexity, resulting in an increased clustering accuracy. We use a dimension
reduction technique, Uniform Manifold Approximation and Projection (UMAP) [50], along
with the HDBSCAN algorithm to determine a range of dimensions that lead to a result
that contains more than one distinct cluster. The experiments with a number of different
sizes show that a dimension size below 500 always produces at least 3 or more clusters.
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In Step 3, HDBSCAN is used to separate the abstracts into small clusters through
several iterations as shown in Figure 2. Each iteration produces a number of clusters of
different sizes and outliers are treated as one cluster and used in the next iteration because
some of them are data points that fall on the cluster borders. The cluster that contains more
than 50 abstracts is fed to the next iteration. This process continues until the number of
abstracts in every cluster is fewer than 50, a stopping threshold that we chose for good
usability when visualizing clustering results and it can be adjusted to 40 or 60. The larger
the threshold is, the fewer the number of clusters generated.

HDBSCAN has a number of parameters for fine-tuning the clustering results. We
focus on the minimal cluster size parameter because it plays an important role in selecting
the clusters from a number of candidate clusters whilst other parameters are used as
supplementary when the minimal cluster size alone cannot make decisions [51]. A larger
minimal cluster size results in a fewer number of clusters as small clusters are merged
to a large cluster at the cost of a reduced clustering quality. On the other hand, a small
minimal cluster size leads to a large number of micro clusters (2 to 4 documents per cluster)
and outliers. Therefore, the experiments were conducted by adjusting two parameters:
the dimension size of abstract embeddings from 20 to 500 (i.e., 500, 450, 400, 350, 300, 250,
200, 150, 100, 95, 90, 85, 80, 75, 70, 65, 60, 55, 50, 45, 40, 35, 30, 25, 20) and the minimal
cluster size from 10 to 50, in increments of 5. In total, there are 225 (25 x 9) combinations of
parameters, and each combination produces a set of clusters, which is then evaluated with
their silhouette scores to determine a set of optimal clusters.

The silhouette score of a cluster (C;) is calculated using the formula %, where a
is the intra-cluster similarity, which measures the mean similarity of an abstract to all the
other abstracts within the same cluster; and b is the outra-cluster similarity, which measures
the mean similarity of an abstract to all abstracts within the nearest cluster, which has the
smallest mean dis-similarity to the cluster C;. The final score is normalized to a decimal
value between 1 and —1, where a large positive score indicates the abstracts within a
cluster are highly similar to each other. Studies by Arbelaitz et al. (2013) [52] and Rend6n
et al. (2011) [53] suggested that the silhouette score is one of the best clustering validation
indexes.

3.2. Keywords Extraction

This phase identifies a number of keywords to represent an abstract in each abstract
cluster. Keyword extraction is commonly used to generate a summary of a text or to build
indexes for browsing a collection of documents. In this study, we define the keywords
as the descriptive terms that capture the meaning of an abstract and they are nouns and
compound nouns made of two to six words.

Figure 3 illustrates the three-step procedure. Step 1 identifies a list of candidate words
from an abstract. The Stanford CoreNLP toolkit [54] splits an abstract text into individual
sentences and tokenizes each sentence to words that are then lowercase and lemmatized
(e.g., “Studies” to “study”). The Stanford POS tagger parses a sentence and assigns a Part
of Speech (POS) tag to individual words according to their syntactic role, e.g., “adjective”,
“noun”, or “verb”. Compound nouns are identified by matching the POS tags of words in
a sentence against a set of predefined syntactic patterns as shown in Table 1, where NN
stands for a noun and JJ an adjective, and bracket [] means optional. For instance, in the
tagged sentence:

We_PRP integrate_ VBP visualization_NN techniques_NNS with_IN machine_NN learn-
ing_ NN models_NNS to_TO facilitate_VB the_DT detection_NN of_IN street_NN view_NN
patterns_NNS
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Table 1. Syntactic patterns for candidate words and examples.

Pattern Description Examples

land parcel, planning practice,
NNs two or more nouns machine learning approach, land
surface temperature

important variable, main
contribution, urban heat island,
urban heat island research

one adjective plus one or more

'U +NNs nouns.

one adjective plus an optional  relevant spatial scale, physical

1] + [and] + J] + NN conjunction and plus one and socioeconomic characteristic,
adjective plus one or more major urban environmental
nouns. problem

air and noise pollution, urban
greenery and planning practice,
urban planning, and land use
management

an optional adjective plus a
[JJ1 + NN + and + NNs noun plus the conjunction and
plus one or more nouns.

The three identified candidate words are visualization technique, machine learning model,
and street view pattern as they all follow the pattern NNs (two or more nouns) in Table 1.

Step 2 measures the similarities between a candidate word and the abstract it comes
from to determine the representativeness. The candidate words and abstracts are converted
into the GPT-3 embeddings. The pairwise cosine similarity is calculated for each pair of
candidate words and abstracts. Then, the candidate words are ranked by their similarity to
the abstract. Step 3 selects five candidate words using the Maximal Marginal Relevance
(MMR) algorithm [43] to form the list of keywords of an abstract. MMR selects keywords
that are highly similar to the abstract but have a low similarity to other keywords so that
the keyword list contains fewer keywords that have similar meanings. Taking the abstract
shown in Figure 4 as an example, the top five candidate words ranked by similarity to the
abstract are urban heat island research, urban heat island study, urban heat island phenomenon, and
urban heat island, where the word urban heat island repeatedly appears in all five candidate
words. Using MMR, urban heat island research, land parcel, machine learning approach, important
variable, physical and socioeconomic characteristic are chosen as the final five keywords to
represent the abstract. Figure 4 also includes the keywords that authors provide. This result
shows a certain overlapping (urban heat island effect, machine learning, and socioeconomic
vulnerability) between author keywords and auto generated keywords. The differences
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indicate that author keywords do not necessarily come from abstract texts, for example,
variable selection and biophysical vulnerability do not occur in the abstract, and biophysical
vulnerability is not even in the content of the publication.

Abstract: Despite the urban heat islands phenomenon has long been recognized as a major urban
environmental problem, it was not until recently that this urban phenomenon gained attention from the
discipline of urban planning. To integrate the findings of the urban heat islands research into the
planning practice, the relationship between land surface temperatures and urban physical and
socioeconomic characteristics should be addressed at the planning relevant spatial scale, a land parcel.
Using a parcel as a unit of analysis, this study proposed to use a machine learning approach to identify
important variables in the formation of urban heat islands in Indianapolis, Indiana. Applying random
forest method to planning zones, this study identified planning zone specific urban physical and
socioeconomic characteristics that are important for the interpretation of urban heat islands
phenomenon of Indianapolis, Indiana. The main contribution of this study is twofold: to integrate urban
physical and socioeconomic characteristics into a land parcel for the better interpretation of the result
of urban heat islands study into planning practice and to apply machine learning approach to identify
highly determinant variables in the formation of urban heat islands.

Author Keywords: biophysical vulnerability; machine learning; random forest; socioecanomic
vulnerability; urban heat island effect; variable selection

Figure 4. An example of an article abstract [55] highlights our extracted keywords in the text and
lists the author-assigned keywords under the text.

3.3. Keywords Grouping

This phase uses the same technique, which is inspired by BERT-Topic [56] and Key-
BERT [57], as that of the iterative abstract clustering to group the keywords of abstracts to
reveal a number of underlying topics in an abstract cluster. Here, we only briefly describe
the procedure as the technical details are discussed in Section 3.1. First, the keywords are
collected from abstracts within an abstract cluster and converted to GPT-3 embeddings.
Second, UMAP is used to reduce the dimension size of embeddings. Third, HDBSCAN and
silhouette scores are used to divide the keywords into groups and determine the optimal
keyword groups. Unlike abstract clustering, only one iteration is carried out and the out-
liers are discarded because we are only interested in those that are suitable for representing
the topics in an abstract cluster.

4. Experiment Results and Visualization

To illustrate the capability of these methods, this section presents the results of each
phase described in Sections 3.1 and 3.3 in a web-based visualization tool we developed in
this project.

4.1. Abstract Clustering Results and Visualization

Four clustering iterations are conducted in the iterative clustering phase. An iteration
stops when a cluster contains fewer than 50 abstracts. In total, 24 clusters formed from
593 abstracts, each with 10 to 46 abstracts. Table 2 shows the number of abstracts and
silhouette scores of each cluster in each iteration. The first iteration generates 5 small
clusters (#1 to #5) with fewer than 50 abstracts; 2 large clusters with 62 and 107 abstracts,
respectively; and 287 outliers, which have a lower density indicated by the negative
silhouette score (—0.76). In the second iteration, the 2 large clusters (62 and 107) are split
into 6 subclusters (#6 to #11) and the 287 outliers from the first iteration are divided into
5 subclusters (#12 to #16). From 187 outliers in the second iteration, 5 subclusters (#17 to
#21) are generated in the third iteration and 106 outliers are fed to the fourth iteration. In
the fourth iteration, three more subclusters (#22 to #24) are formed.
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Table 2. The results of four iterations of abstract clustering. Each abstract cluster is labeled with a
sequence number #1, #2, and #3, etc.

1st Iteration 2nd Iteration 3rd Iteration 4th Iteration
Number of Silhouette = Number of Silhouette  Number of Silhouette Numberof Silhouette
Abstracts Score Abstracts Score Abstracts Score Abstracts Score
(#1) 16 0.99
(#2)21 0.88
(#3) 38 0.74
(#4) 31 0.69
(#5) 31 0.51
(#6) 23 0.85
62 0.77 #7)25 0.67
(#8) 14 —0.14
(#9) 33 0.87
107 0.71 (#10) 42 0.84
(#11) 32 —0.41
(#12) 13 0.95
593 #13) 12 0.82
(#14) 23 0.66
(#15) 17 0.54
(#16) 35 0.16
187 —0.50
(#17) 10 0.74
7 070 #18) 15 0.71
(#19) 25 0.61
(#20) 12 0.60
(#21) 19 0.36
(#22) 26 0.33
106 —0.48 (#23) 34 0.31
(#24) 46 0.02

The silhouette scores in Table 2 reflect the quality of the clusters in each iteration. A
cluster with a positive score close to 1 suggests that the abstracts within this cluster are
highly similar to each other. By contrast, the outliers are typically associated with a negative
score and each iteration always produces a number of outliers. We will discuss the reason
for not discarding the outliner in the next section. In general, 24 abstract clusters appear
to be well defined in 3 bands: 17 clusters (65% of abstracts) with good scores above 0.5,
5 clusters (27% of abstracts) with medium scores between 0.5 and 0, and 2 clusters (8% of
abstracts) with negative scores. On average, the abstract cluster has a score of 0.55.

To visualize the clustering results, the dimension of an abstract embedding, produced
by GPT-3 Similarity Embedding Model, is reduced using UMAP. The reduced embedding
is then projected to the position (x, y) on a plane of two dimensions, one for the x-axis and
one for the y-axis. The visualization uses the Plotly JavaScript open-source graphing library
(https:/ /plotly.com /javascript/, accessed on 1 January 2022) to draw a scatter plot, with
each abstract represented as a dot that corresponds to its projected position (x, y). The dot
color encodes the clustering membership of each abstract in the first iteration. The blue
dots are of the five clusters #1 to # 5 in Table 2; the green dots the cluster #6, #7, and #8; and
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the orange dots the cluster #9, #10, and #11. The 287 outliers from the first iteration are
colored in gray. It is interesting that these outliers are clustered in three areas, where the
left region is the cluster #12 to 16#, the middle is cluster #22 to #24, and the right is cluster
#17 to #21.

Clicking on a cluster’s color region on the scatter plot, say blue, displays seven
subsequent abstract clusters (the right panel in Figure 5). These clusters are represented
in a list, where they are formatted using the JavaScript open-source Pagination (https:
/ /pagination.js.org/index.html, accessed on 1 January 2022) and CSS Bootstrap (https:
/ / getbootstrap.com/, accessed on 1 January 2022) libraries. Each abstract cluster shows its
silhouette scores and a list of representative terms to provide an overview of this cluster.
Terms (two-word compound nouns) are extracted from the abstracts in a cluster and ranked
by a score summing up the frequency and range, where the frequency is the total number
of occurrences of a term and the range is the total number of abstracts that a term appears
in for the cluster. We focus on compound nouns of two words because nouns are content
words that convey the meaning and compound nouns carry more specific meaning than
single nouns. The top of the right panel in Figure 5 shows nine common terms in the blue
cluster and some of these terms, such as machine learning, urban data, urban design, and urban
planning, are the terms that we used to search the abstracts in Scopus. Beneath are the five
clusters, sorted by Silhouette score, along with the number of abstracts and the frequent
terms of each cluster. The frequent terms allow further examination of the content of a
cluster. For example, the cluster #1 is about urban air quality and relevant technologies such
as management system, information system, and control system; the cluster #2 urban heat
and air temperature; the cluster #3 urban environment and human perception; the cluster #4
urban land use and urban growth; and the last cluster #5 contains a diversity of terms that do
not appear in other clusters such as urban governance, urban system, and urban form.

= 1 Common Terms:
.'.,.. .2 big data, case study, data mining, machine learning, smart city, urban area, urban data,
Ak % i urban design, urban planning
LY ol .
:%_ v ef e 5 Abstract
LR . 6 Cluster Abstract
.
. .‘l‘ = 7 (Score) Number Terms
%, & A
'b:':;i 9 1(0.99) 16 proceeding contain, special focus, air quality, management
10 system, visual analytics, sensor data, information system,
., 1 control system, sustainable city, urban air
% : ig 2 (0.88) 21 surface temperature, urban heat, heat island, air
¢ = temperature, land surface, thermal comfort, temperature
. 15 data, green space, stream water, water quality
-, g
% S % 46 3(0.74) 38 urban environment, human perception, street view, public
'l‘ "%' " space, computer vision, view image, urban planner, urban
‘.h s 18 ; .
iy space, urban perception, deep learning
' 4 (0.69) 31 land use, urban land, urban expansion, urban development,
e 21 urban growth, neural network, study area, carbon emission,
. 22 spatial distribution, residential land
o = 23
. .;, [ . 24 5(0.51) 31 social medium, data set, support system, data analysis,
et w, * positive deviance, urban governance, urban system,
e b ., learning technique, artificial intelligence, urban form
. . .
. .4
"y
X e

Figure 5. Abstract cluster visualization for all clusters from the iterative clustering phase. On the left,
the scatter chart of abstract vectors reveals three color regions (blue, orange, and green) along with
three gray regions for outliers. Clicking on the blue region retrieves and displays the abstract clusters
in the right panel.

Clicking the cluster #2 in Figure 5 displays its total number of abstracts and its frequent
terms, as shown in Figure 6. The top panel lists the top 10 frequent terms in a cluster, and
the bottom panel displays the details of the abstracts. The number (12) in brackets following
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a term, e.g., surface temperature (12), is the number of abstracts containing the term. Clicking
a term, say temperature data, displays the abstracts containing the term in the bottom panel.
Each abstract highlights the selected term along with the auto-generated keywords in the
keyword extraction phase. More information about an abstract, including article titles,
authors, author keywords, citations, publication year, and DO], are given at the end. This
result shows a very limited number of overlapping terms in the cluster. Only four terms
(surface temperature, urban heat, heat island, and land surface) occur in more than 10 abstracts
(half of the cluster) whilst most of the terms occur only once. The diverse terms in this
cluster make it difficult to find common terms representing the topics.

Abstract Cluster #2 has 21 abstracts and 0.88 score

surface temperature (12)

green space (4)

urban heat (10)

temperature data (3)

heat island (10) land surface (10). air temperature (6)

thermal comfort (2) stream water (1) water quality (1)

3 abstract about temperature data

- 1/1 pages

Au y urban configuration influence,
Western Australia, Panel regression model, adverse heat impact, optimise
cooling

Title: Turning down the heat: An enhanced understanding of the
r between urban ion and surface at the
city scale
Abstract: Guiding urban planners on the cooling returns of different
configurations of urban vegetation is important to protect urban dwellers
from adverse heat impacts. To this end, we estimated statistical models
that fused multi-temporal very fine spatial (20 cm) and vertical (1 mm)
resolution imagery, that captures the complexity of urban vegetation,
with remotely sensed temperature data to assess how urban vegetation
i ion infl urban P . Perth, Western Australia,
was used as a case-study For this analysis. Panel regression models
showed that within a location an increase in tree and shrub cover has a
larger cooling effect than grass coverage. On average, holding all else
equal, an approximate 1 km 2 increase in shrub (tree) cover within a
location reduces surface temperatures by 12 °C (5 °C). We included a
range of robustness checks for the observed relationships between urban
type and Gt i weighted reg
models showed spatial variation in the cooling effect of different
vegetation types; this indicates that i) unobserved factors moderate
i across urban land: and i)
that urban ion type and are complex.
Machine learning models (Random Forests) were used to further explore
complex and non-linear relationships between different urban vegetation
configurations and temperature. The Random Forests showed that
type explained 31.84% of the f-bag variance in summer
surface temperatures, that increased cover of large vegetation within a
location increases cooling, and that different configurations of urban
vegetation structure can lead to cooling gains. The models in this study
were trained with vegetation data capturing local detail, multiple time-
periods, and entire city coverage. Thus, these models illustrate the
potential to develop locally-detailed and spatially explicit tools to guide
planning of vegetation configuration to optimise cooling at local- and city-
scales. ©2018
Author Keywords: Geographically weighted regression (GWR); Land
surface temperature (LST); Machine learning; Urban heat island (UHI);

Urban vegetation
Authors: Duncan J.M.A., Boruff B,, Saunders A., Sun Q., Hurley J., Amati

M.
Cited by 45 articles Year 2019 DOI 10.1016/j.scitotenv.2018.11.223

Sort by QCitation

Year

Auto-generated Keywords: urban heat hazard mapping, city bus, spatio
temporal granularity, High quality temperature data, Random Forest
regression modeling

Title: Urban ambient air temperature estimation using hyperlocal data
from smart vehicle-borne sensors
Abstract: High-quality temperature data at a finer spatio-temporal scale
is critical for analyzing the risk of heat exposure and hazards in urban
environments. The variability of urban landscapes makes cities a
challenging environment for quantifying heat exposure. Most of the
existing heat hazard studies have inherent limitations on two fronts; first,
the spatio-temporal granularities are too coarse, and second, the inability
to track the ambient air temperature (AAT) instead of land surface
e (LST). Oy ing these limitations requires

models for mapping the variability in heat exposure in urban

. We i i ani approach for mapping
urban heat hazards by harnessing a diverse set of high-resolution
measurements, including both ground-based and satellite-based
temperature data. We mounted vehicle-borne mobile sensors on city
buses to collect high-freq y data 2018 and
2019. Our research also key bi i and
Landsat 8 LST data into Random Forest regression modeling to map the
hyperlocal variability of heat hazard over areas not covered by the buses.
The vehicle-borne temperature sensor data showed large temperature
differences within the city, with the largest variations of up to 10 °C and
morning-afternoon diurnal changes at a magnitude around 20 °C. Random
Forest modeling on noontime (11:30 am - 12:30 pm) data to predict AAT
produced accurate results with a mean absolute error of 0.29 °C and
successfully showcased the enhanced granularity in urban heat hazard
mapping. These maps revealed well-defined hyperlocal variabilities in
AAT, which were not evident with other research approaches. Urban core
and dense residential areas revealed larger than 5 °C AAT differences
from their nearby green spaces. The sensing framework developed in this
study can be easily implemented in other urban areas, and findings from
this study will be beneficial in understanding the heat vulnerabilities of
individual communities. It can be used by the local government to devise
targeted hazard mitigation efforts such as increasing green space,
developing better heat-safety policies, and exposure warning for workers.
© 2020 Elsevier Ltd
Author Keywords: Human thermal comfort; Machine learning; Mobile
sensing; Smart and connected communities; Urban heat hazards
Authors: Yin Y., Tonekaboni N.H., Grundstein A., Mishra D.R., Ramaswamy
L., Dowd J.
Cited by 6 articles Year 2020 DOI 10.1016/).c: v5.2020.101538

y screen level air e data, Cairo
region, urban planning and design, low cost instrumentation, random
forest regression modelling

Title: High-resolution air temperature mapping in a data-scarce, arid area
by means of low-cost mobile measurements and machine learning
Abstract: The availability of gridded, sc level air data
at an effective spatial and temporal resolution is important for many
fields such as climatology, ecology, urban planning and design. This study
aims at providing such data in a data-scarce, arid ity within the greater
Cairo region (Egypt), namely the Sixth of October, where, to our
knowledge, no such data are available. By using (i) air temperature data,
collected from mobile measurements, (i) multiple spectral indices, (iii)
spatial analysis techniques and (iv) random forest regression modelling,
we produced air temperature maps (for both daytime and nighttime) at
30-m spatial resolution for the entire city. The proposed method is
systematic and relies on low-cost instrumentation and freely-available
satellite data and hence it can be replicated in similar data-scarce, arid
areas to allow for better spatial and temporal monitoring of air
temperature. © Content from this work may be used under the terms of
the Creative Commons Attribution 3.0 Licence.

Author Keywords: null

Authors: Eldesoky A.H.M., Colaninno N., Morello E.

Cited by null articles Year 2021 DOI 10.1088/1742-6596/2042/1/012045

Figure 6. Abstract cluster visualization for a single cluster, #2. The top panel displays 10 frequent
terms of the selected cluster. Clicking a term, temperature data, displays the abstracts and the auto-
generated keywords from the keyword extraction phase.

4.2. Keyword Grouping Results and Visualization

In the keyword extraction phase, 2965 keywords are collected from 593 abstracts, with
5 keywords from each abstract. To be noted, there are duplicates in keywords as one or
more abstracts can contain the same keyword. The keyword grouping phase generates
98 keyword groups from 24 abstract clusters, with an average of 4 groups per cluster. This
means that an abstract cluster may contain more than one topic, with a keyword group
indicating a topic. Table 3 shows the statistics of keyword groups in individual clusters,
including the abstract cluster sequence number, number of abstracts, number of keywords,
and coverage of the keyword group. Silhouette scores are used to evaluate and validate the
quality of the keyword grouping results, where the keyword groups in a cluster are ordered
by silhouette scores. For simplification, the keyword groups with a negative silhouette
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score are not listed in the table as these keyword groups contain a set of keywords classified
as outliers that do not form a topic. The results show that 8 out of 24 clusters contain
2 keyword groups, 7 clusters have 3 groups, 7 clusters have 4 groups, and 2 clusters have
5 groups. In total, there are 75 keyword groups across all the clusters and each cluster
contains 3 keyword groups on average.

The coverage is used to evaluate the representation of a keyword group in a cluster. It
is calculated as the ratio of the abstract number of a keyword group to the total number of
abstracts of a cluster. A greater coverage indicates a higher percentage of keywords coming
from different abstracts in the cluster and provides a greater representation. For example, a
keyword group with 100% coverage contains at least one keyword from every abstract of
the cluster. The result in Table 3 shows that all abstract clusters have one or more keyword
groups with good coverage (>50%) and 7 clusters (#4, #8, #12, #15, #17, #18, #20) have at
least one keyword group with nearly full coverage (>90%). On average, a keyword group
has a coverage of 68%, ranging from 45% to 96%, which indicates our keyword groups
have good representation for the topics in the cluster.

Figure 7 shows the keyword group visualization interface, which allows the user
to select and examine the keyword groups in each cluster. The visualization has two
components: the left panel presents a scatter chart of keyword groups, and the right
panel lists the silhouette scores and keywords in each group. In the left panel, the user
selects a cluster #2 from the dropdown menu to retrieve the keyword groups. The left
panel, as illustrated in Figure 7a, contains a scatter chart of four keyword groups in blue,
orange, green, and red, respectively, where a dot represents a keyword embedding in
two dimensions after being projected to its x and y value on the x-axis and y-axis using
UMAP. The chart shows that each keyword group forms its own area, well separated from
each other, with only a few overlapping dots. The area densities (from dense to sparse)
of the three keyword groups reflect their silhouette scores from 0.94 (group #1 in blue) to
0.47 (group #4 in red). The right panel displays the keyword groups in detail, including a
list of keyword examples, with more keywords revealed when the plus sign at the right
corner is clicked. It shows that group #1 is about machine learning, group 2 place names,
group 3 temperatures and weather datasets, and group 4 urban heat.

Clicking a keyword group number, say #4, displays the visualization interface of an
individual keyword group, as shown in Figure 7b, where all the keywords in the group
are listed in the top panel. In this case, urban heat island, heat impact, and urban thermal
environment is the common theme (or topic) revealed by this keyword group. Clicking on a
keyword, say urban heat island, displays three abstracts in the bottom panel that contain the
clicked keyword highlighted in orange. These results show keywords in this group have a
low amount of overlapping terms, and most keywords share a certain similarity (such as
adverse heat impact, urban heat hazard, and urban thermal environment) but contain different
words.

The total processing time on our dataset (593 abstracts) is about 1.5 h, with each
phase roughly 25 to 30 min on a 6-core computer with 16 GB memory. The software
implementation is listed in Supplementary Material and described in Appendix A.
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Table 3. Statistics of keyword groups in abstract clusters: the number of abstracts, number of keywords, and coverages. Note: the sequence numbers in the first
column reference the abstract sequence numbers in Table 2.

Abstract Group 1 Group 2 Group 3 Group 4 Group 5
Cluster Number of Average

Sequence Abstracts T(umber;f Coverage I;I(umber do f Coverage T(umber;f Coverage I;I(umber (;’ f Coverage l;I(umber;f Coverage Coverage

Number eywords eywords eywords eywords eywords
1 16 11 69% 9 56% 9 56% 60%
2 21 16 67% 10 43% 15 62% 21 86% 65%
3 38 35 84% 14 34% 24 66% 14 37% 10 26% 49%
4 31 18 55% 131 100% 78%
5 31 20 65% 26 74% 70%
6 23 17 65% 12 57% 10 39% 16 65% 57%
7 25 26 76% 31 88% 13 48% 71%
8 14 17 79% 23 93% 86%
9 33 32 73% 17 52% 10 24% 10 27% 35 82% 52%
10 42 26 57% 15 48% 45 83% 15 31% 55%
11 32 25 72% 28 78% 32 78% 15 47% 69%
12 13 12 92% 13 85% 11 77% 85%
13 12 14 75% 16 75% 75%
14 23 11 39% 13 61% 15 57% 12 48% 51%
15 17 27 94% 17 82% 88%
16 35 19 54% 22 60% 30 63% 59%
17 10 10 90% 11 80% 85%
18 15 14 73% 10 60% 22 93% 75%
19 25 13 44% 11 36% 15 40% 23 60% 45%
20 12 15 100% 16 92% 96%
21 19 18 84% 18 74% 79%
22 26 22 77% 23 77% 10 31% 62%
23 34 33 71% 49 82% 10 29% 61%
24 46 30 57% 64 89% 12 26% 15 28% 50%
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(a) The keyword groups of the abstract cluster #2. Clicking on a keyword group number on the right panel displays all key-

words in (b).

Keyword Group #4 (0.47) contains 21 keywords across 18 articles
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Arange of i to derive the iti F3D ig, Freiburg, Stuttgart). We identif important
rf: and i ional (20) and the i ional (30) patterns ata in the typical megacity of predictor for cold-air and spati
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and 3D indicators affect the surface temperature. In particular, the 3D
indicators play a more important role than 2D indicators in shaping the
surface temperature at different urban geometries of the study area. This
new method can help urban planners identify the most influential 2D and
3D indicators that affect the surface temperature in different districts of a
city. ©2017

Authors: Alavipanah S., Schreyer J., Haase D., Lakes T., Qureshi S.
Cited by 48 articles Year 2018 DOI 10.1016/.clepro.2017.12.187
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©2020 Elsevier Ltd

Authors: Sun F., Liu M., Wang Y., Wang H,, Che Y.
Cited by 32 articles Year 2020 DOI 10.1016/}.jclepro.2020.120706

(b) The keywords in the keyword group #4. Clicking a keyword (urban heat island) on the top panel displays the abstracts
containing the keyword in the bottom panel.

Figure 7. Keyword group visualization. By selecting the cluster #2, (a) displays a scatter chart of
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four keyword groups in blue, orange, green, and red in the left panel and the keyword examples of
each keyword group in the right panel. (b) displays the keyword group #4, including the keywords
in the top panel and abstracts in the bottom panel.

5. Discussion

It should be noted that there are a number of limitations to our approach. For instance,
we can only work on short texts because of the input size restriction of the GPT-3 similarity
embedding models. At the moment, the maximum length of input text for the GPT-3
embedding models is 2048 tokens, which is sufficient for publication abstracts but not
for the entire paper. The main factor that affects the accuracy of the document clustering
results is the quality of the dense representation of the semantic meaning of the documents.
Our approach relied on pre-trained embedding models that are typically trained on general
purpose text data such as Wikipedia articles, books, or web pages. Some domain-specific
models such as BioBERT [58] that fine-tune the BERT model on a small in-domain corpus
such as scientific publications in a certain area are proposed and have provided significant
improvement of domain-specific tasks. However, training or fine-tuning a GPT-3 similarity
embedding model for this study is beyond our capacity.

Another issue faced during this study was how to handle outliers. The occurrences of
outliers among the abstracts are unavoidable as they are retrieved from the Scopus database
using two general terms: machine learning and urban study without manual filtering. This is
evidenced by the fact that about 48.3% (287/593) of the abstracts were marked as outliers
during the first clustering iteration (Table 2 in Section 4.1). One of the options for dealing
with outliers is to discard them, which means abandoning almost half of our dataset.
Instead, we chose to feed them as one cluster to the second iteration because some of the
outliers are the data points falling on cluster borders. The results in Table 2 show that eight
clusters (#12, #13, #14, #15, #17, #18, #19, #20) with reasonable silhouette scores (above
0.5) are generated in the subsequent iterations from outliers identified in the first iteration,
which proves that our iterative clustering approach is practical and useful.

In addition, we used the unsupervised silhouette measure to evaluate the clustering
results as it does not require training on ground-truth data to learn the formation of a
cluster. This measure uses the distance metric to evaluate the clustering quality, whilst
the HDBSCAN clustering algorithm we used is density-based. Having different metrics
is common in clustering algorithms and evaluations [59] because the evaluation should
have its own standard and have no preference for any algorithm. However, it would be
interesting to experiment with the density-based silhouette score such as the one proposed
by Menardi (2011) [60], which may help estimate the inconsistency in the clustering results
caused by the use of different measures.

Our keywords extraction approach, inspired by BERT-Topic [56] and KeyBERT [57],
utilizes the new development of the GPT-3 similarity embeddings and modern document
clustering techniques (HDBSCAN). The quality of extracted keywords is determined by
two factors: the pre-trained embedding models that are used to convert keywords to
embeddings that represent the semantic meaning of the text and the selection criteria. The
explanation of the keyword grouping can be demonstrated with our visualization. For
example, in Figure 6a, two keywords city bus and Dengue dynamic in group 2 are distinct
from the others (such as the Cairo region, Vienna, and Los Angeles). Through our keyword
grouping visualization, we can retrieve the abstracts that these keywords come from and
examine the sentences where these keywords appear to help understand the contexts of
the keywords in the texts.

For the second factor, we used the Maximal Marginal Relevance (MMR) algorithm
coupled with GPT-3 embedding to rank and select five keywords in each document. MMR's
diversity parameter, with a value between 0 and 1, controls the relevance (similarities to
the document) and the keyword diversity (similarities among keywords), and the diversity
of 0.5 places equal importance on relevance and diversity. We investigated the effects
of different diversity values. When the value is close to 0, more overlapping keywords
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are produced, for example, urban heat island research, urban heat island study, and urban
heat island phenomenon, as shown in Figure 4 in Section 3.2. On the other hand, when the
value is close to 1, diverse and general keywords emerge such as determinant variable, main
contribution, and planning practice. We decided to use a value of 0.5 as suggested by other
similar studies [61-63]. However, the diversity parameter can be adjusted to meet the needs
of specific applications [64].

There are some ways to further improve keyword extraction, which have not been
explored by this study. Semi-supervised learning, unlike the supervised approaches that
require labeled datasets for training, benefits from the portion of labeled data to improve
its accuracy. The study by Wong et al. (2008) [65] showed that semi-supervised learning
trained on both labeled and unlabeled data achieves a competitive performance compared
to supervised learning. However, there are only a few semi-supervised solutions for
keyword extraction at the moment [39]. Another way is to filter unwanted keywords. We
note that some of our keywords are place names such as Los Angeles, Manila, and Texas
Gulf Region in group 2 in Figure 6a. They were extracted because they occur frequently in
the abstracts. In most cases, urban place names indicate the location a study takes place;
however, they can be filtered out using named entity recognition techniques.

Finally, the evaluation of keyword extraction results is difficult and time-consuming
because it typically requires human intervention to reach an agreement [66]. One is that
domain experts use human-labeled datasets to judge the keyness of a word. Because
no domain experts were available in this study, we treat the keyword grouping as the
evaluation task with the silhouette score as the metric and present the keyword groups
whose silhouette scores are positive. We tried topic coherence metrics such as UCI mea-
sure [67] or UMass measure [68] on the keyword grouping results, and found that these
measures give different results because they use different metrics, e.g., UMass relies on
word co-occurrences [1,69,70] and our approach on semantic similarity. We also attempted
to use the context vector-based topic coherence metric proposed by Aletras and Stevenson
(2013) [71] and the results are aligned with the silhouette scores, where the keyword groups
with negative silhouette scores receive low scores.

6. Conclusions

This paper presents a study that investigates methods for extracting keywords from a
collection of publications to help researchers gain an understanding of the current topics
and themes in a research area. In doing so, a total of 593 abstracts of scientific publications
in the fields of machine learning and urban study were used to demonstrate our approach.
As such, we experimented with the GPT-3 similarity embedding models to represent
the semantic meanings of abstracts and developed an iterative clustering method using
HDBSCAN, together with the silhouette score, to divide the abstracts into a set of small
clusters. Keywords, made up of two- to five-word compound nouns, were extracted from
a cluster and grouped using the same method (HDBSCAN with the silhouette score) to
represent the topics. Keywords were selected and ranked using a combination of the
semantic similarity metric and maximum marginal relevance ranking algorithm to avoid
over-presentation of similar words. The visualization interface allows researchers to inspect
the clustering of abstracts and to examine the common topics in each cluster through
keyword groups.

The construction of language models that accurately capture the semantic meaning of a
text is an area of active ongoing research in natural language processing. Our approach will
continuously benefit from the new advancement of language models in terms of achieving
better accuracy. We envisage that such techniques have potential to be integrated into the
existing bibliometric analysis tools for document clustering and keyword generation and
visualization. Abstract and citation databases such as Scopus can extend the searching
capabilities by incorporating auto-generated keywords into the human-produced keyword
databases when building search indexes, therefore enhancing the user experience.
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Appendix A. Software Implementation

This project uses the Python and JavaScript programming languages with the open-
source software libraries listed in Table A1.

Table Al. A list of software libraries used in our project.

Software Libraries Purposes Phases
e 1
Opemi\I APl service an‘; Abstract text and keyword Phase 1 and
pretrained GPT-3 model N
NP . vectorization Phase 2
(text-similarity-curie-001)
HDBSCAN clustering library
3 (v0.8.27) and UMAP Abstract clustering and Phase 1 and
dimension reduction library 4 keyword grouping Phase 3
(v0.5.1)
Stanford CoreNLP ° (v4.4.0) POS tagging Phase 2
Plotly;js ® (v2.11.1) Scatter dot chart Visualization
CSS Bootstrap 7 and N e
List view Visualization

Pagination.js 8

1 OpenAl API service: https://openai.com/api/ (accessed on 1 January 2022). > Pretrained GPT-3 model:
https:/ /beta.openai.com/docs/models/gpt-3 (accessed on 1 January 2022). 3 HDBSCAN library (v0.8.27):
https:/ /hdbscan.readthedocs.io/en/latest/ (accessed on 1 January 2022). * UMap library (v0.5.1): https:/ /github.
com/Imcinnes/umap (accessed on 1 January 2022). > Stanford CoreNLP toolkit (v4.4.0): https:/ /stanfordnlp.
github.io/CoreNLP/ (accessed on 1 January 2022). 6. Plotly,js library (v2.11.1): https:/ /plotly.com/javascript/
(accessed on 1 January 2022). 7- CSS Bootstrap library (v5.2.0): https://getbootstrap.com/ (accessed on 1 January
2022). & Pagination.js library (v2.1.5): http:/ /pagination.js.org/ (accessed on 1 January 2022).
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