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Abstract: Newspapers contain a wealth of historical information in the form of articles and illustra-
tions. Libraries and cultural heritage institutions have been digitizing their collections for decades
to enable web-based access to and retrieval of information. A number of challenges arise when
dealing with digitized collections, such as those of KBR, the Royal Library of Brussels (used in
this study), which contain only page-level metadata, making it difficult to extract information from
specific contexts. A context-aware search relies heavily on metadata enhancement. Therefore, when
using metadata at the page level, it is even more challenging to geolocalize less-known landmarks.
To overcome this challenge, we have developed a pipeline for geolocalization and visualization of
historical photographs. The first step of this pipeline consists of converting page-level metadata
to article-level metadata. In the next step, all articles with building images were classified based
on image classification algorithms. Moreover, to correctly geolocalize historical photographs, we
propose a hybrid approach that uses both textual metadata and image features. We conclude this
research paper by addressing the challenge of visualizing historical content in a way that adds value
to humanities research. It is noteworthy that a number of historical urban scenes are visualized using
rephotography, which is notoriously challenging to get right. This study serves as an important step
towards enriching historical metadata and facilitating cross-collection linkages, geolocalization, and
the visualization of historical newspaper images. Furthermore, the proposed methodology is generic
and can be used to process untagged photographs from social media, including Flickr and Instagram.

Keywords: article segmentation; cultural heritage data; newspaper; digitization of heritage materials;
location-aware computing; historical image rephotography

1. Introduction

Cultural heritage institutions have extensive historical collections containing valuable
past information. They hold a wide range of items, including photographs, manuscripts,
newspapers, historical maps, stamps, and magazines. Newspapers are considered one
of the most valuable primary sources for gathering information about a culture, society,
or historical period. In the early 1990s, libraries and cultural heritage institutions began
to digitize their collections in order to preserve historical materials and provide access
to them through web-based interfaces [1–4]. The digitization process generally refers to
the annotation of documents and the extraction of historical information using standard
optical character recognition (OCR). It is, however, challenging to extract information from
newspapers using OCR methods [5–7].

One of the challenges in extracting information from newspapers is dealing with
layouts that change over time. Furthermore, dealing with OCR results is also challenging
because they are strongly affected by scan quality and the level of noise in historical
collections. This makes it more difficult to extract historical data for further analysis [8–11].
An approach such as noise characterization [12] could be used as a preventive measure to
limit OCR quality issues and extract historical information more accurately. Aside from the
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above-mentioned challenges, the digitized versions of newspapers, including those from
KBR, the Royal Library of Belgium, contain only page-level metadata, making it difficult
to extract information related to a particular topic. Access to KBR’s digitized newspapers
is available through the BelgicaPress platform [13]. When someone searches for a term
with a keyword, all pages related to that term are displayed. A newspaper page contains
numerous articles on different topics. This makes the page-level search less valuable and
can lead to irrelevant results. Therefore, it is necessary to improve the metadata to allow a
context-aware search in these historical collections.

The next step after digitization and providing access to collections is enrichment.
Metadata enrichment is the process of adding extra information about the data. The
additional information can be the name of an event, the date of publication, the article
number, the author of an article, the picture description, or the location where a picture
was taken. The metadata extracted from these newspapers can enhance the collection
and thus make it more accessible. In order to explore the collections, traditional image
processing techniques are used to segment the articles so that users can perform context-
aware searches. Context-aware cultural heritage applications are expected to improve
searchability, user interaction, and engagement with historical datasets [14,15].

Computer vision and machine learning techniques are used to further enrich metadata
to facilitate article-level search, cross collection linking, named entity recognition, and
enable the user to perform context-aware queries on the collections. Based on these
advanced computational methods, researchers now have the opportunity to create full-
featured virtual interfaces [16–18] for digital humanities research. NewspAIper [19], an
AI-based metadata enrichment solution for historical newspaper collections, was developed
to help humanities researchers extract information from vast collections relevant to specific
research scenarios. This tool led to the development of corpora on specific research themes.
A corpus could be a collection of articles related to “Strikes in Belgium” or a bundle of
pictures related to the “style of buildings”.

The next step is the analysis of the data corpus after it has been compiled according
to specific research scenarios. Among cultural heritage materials, text analysis [20,21] has
been the main focus of research for decades. In the era of increasing data availability,
technologies such as linked open data and the semantic web are becoming more popular
for querying and exploring textual information [22–24]. The lack of focus on image analysis
could be due to the fact that images are usually in halftone format [25] and are difficult
to process manually. Even with advanced computational methods, finding features and
correlations between different images still remains a challenge. Image data enrichment also
has significant value in the same way as text enrichment improves the accessibility and
searchability of historical collections [26].

The geolocalization of these historical collections is one of the essential steps to enrich
the metadata of historical images. Recent studies show that most geolocalization algorithms
are only image-based solutions and work only for well-known landmarks [27]. In this
way, many historical images that are less known in the international community but
have significant value to a local community cannot be geolocalized. Furthermore, some
geolocalization methods are trained on color images and fail to geolocate black and white
historical image collections. The main goal of this research was to present a state-of-the-art
solution for geolocalizing much more than famous landmarks. Contextual information
related to an image is vital for geolocating untagged images. Besides the image features,
we also considered the image captions, title, and even the full-text article to extract the
location information of a particular historical image. In this way, we could geolocate more
historical images than just well-known landmarks.

The next step after geolocalization is an attractive visualization of historical content.
For this purpose, we chose the computer-aided rephotography of historical images to show
the time travel between two different timestamps of a given location. As the name implies,
rephotography is the process of recapturing a photograph from the same point of view [28].
Rephotography is valuable for comparing historical versus recent architectural heritage-
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related visual material [29]. Performing rephotography on historical images is notoriously
difficult due to the quality of such collections and is usually carried out manually or
semiautomatically. Visualizing the temporal evolution in one image can enable humanities
scholars to study and analyze changes in a location over time. Some examples of manual
rephotography are shown in Figure 1.

Figure 1. Manual rephotography of historic photos and Chicago streets shot during COVID-19 [30,31].
(Credit: Mark Hersch).

This research’s results open new directions not only for computer scientists but also
for historians and cultural heritage researchers to study spatial and temporal changes in
a region or place. The enrichment of metadata facilitates location-based service applica-
tions [32]. Geolocalization will be an important feature for a further georeferencing of
street-level images [33]. Rephotography will also be of interest to the general public and
tourists waiting for a time-based visualization of historical images.

1.1. Dataset

KBR, the Royal Library of Brussels, is the national scientific library of Belgium, respon-
sible for providing access, digitization, and the preservation of all Belgian publications.
The library holds over 7 million documents, including newspapers, magazines, books,
manuscripts, music, maps, and catalogs [34]. The library not only secures all historical
records, but also provides digital access to cultural heritage content to enable historical
research. The historical newspaper collection at KBR includes more than 2000 Belgian and
500 international publications. Digitizing and making the historical newspaper collection
of KBR accessible has been a long-term project over the last decade [35]. For this study, we
used front-page news from the French language socialist newspaper Le Peuple from 1938.

1.2. Main Contributions

The main contributions of this research paper are summarized as follows:

• Identification of the location information of a newspaper illustration based on its captions.
• Context-aware geolocalization of building images from KBR’s newspaper collections.
• Computational rephotography of historical urban scenes captured at different timestamps.

1.3. General Workflow

This research study aims for the context-aware querying, geolocalization, and repho-
tography of historical buildings from the KBR digitized newspaper collections. The
overview of the general workflow is shown in Figure 2. The first step to geolocate and
rephotograph historical images is to digitize newspaper collections. As a result of OCR, an
ALTO/XML file is created that contains all the information on a newspaper page (regions
where text/illustrations appear, style, alignment information, a link to a paragraph, and
description). The next step is to process the newspaper using a document layout analysis
approach to segment the articles. Historical images of the buildings are geolocated based
on contextual information from the article and illustration captions. A Google image search
is used to find similar images based on image descriptions. The irrelevant images are then
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filtered out by feature matching algorithms. Finally, images with the same perspective are
used to perform the rephotography.

Figure 2. An overview of general workflow.

1.4. Limitations

The quality of OCR (text recognition) must be high enough to provide location in-
formation within the proposed workflow. Moreover, if historical photographs contain
excessive amounts of noise, geolocalization and rephotography algorithms will not be able
to detect appropriate matches.

1.5. Organization of Research Paper

This research paper consists of six sections. Section 2 discusses related research studies.
Section 3 presents a methodology for the context-aware querying and geolocalization of
historical images. Section 4 discusses feature matching, projective transformations, and the
rephotography of historical buildings. Section 5 shows the analysis of the results obtained
with our proposed pipeline. Finally, Section 6 draws conclusions.

2. Literature Review

This section summarizes related work in the areas of article-level information re-
trieval, image feature extraction, matching of features, geolocalization, and visualization of
historical image collections.

2.1. Digitization and Extraction

Digital access to cultural heritage materials can be provided through a web interface.
Initially, web interfaces did not offer article-level searches, which made it difficult to access
relevant data [19]. With an article-level search, one can query a collection based on a particu-
lar context, for example, searching for articles in collections related to a specific topic, place,
event, or object. The primary purpose of article segmentation is to extract more focused
information compared to what is possible with a page-level search. Article segmentation is
challenging because of the different layouts, content types, and languages. Many different
techniques have been proposed to accomplish this task, such as segmentation based on
reading order [36,37], layout information [19,38], segmenting close regions [39], redefining
the text blocks [40], and a semantic linking of the textual information [41].

Machine learning approaches have also been used to extract information from histori-
cal documents [42–45]. A number of these approaches rely on image-based solutions to
classify and categorize them. Several methods are used for the context-aware querying
of historical collections, such as clustering [46,47], detecting patterns/similarity [48], and
linking articles to open data sources such as Wikipedia and DBpedia [49]. Topic model-
ing [50] and the clustering of news items on a single topic [51,52], such as politics, sports,
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and education, can be used to enrich textual data in newspaper collections. Furthermore, it
is now possible to segment historical documents using some recent state-of-the-art machine
learning approaches such as PubLayNet [53], DocBank [54], and DocBed [55]. Alternatively,
layout analysis models can also be trained on other datasets [56,57]. Compared to standard
OCR results, these models achieve good layout segmentation, but they lack the article-level
information that is required to improve searchability in historical collections. Just as text
data can be classified according to its characteristics, or content, illustrations can also be
classified according to their context [58], location, and features such as color or shape [59],
enabling the evaluation of visual content.

2.2. Feature Extraction

In computer vision, images are often described as vectors or descriptors that represent
the task-specific, distinguishable characteristics of an image. These vectors can be extracted
by a variety of different algorithms. In the past, features were extracted manually based on
the task. Later, computer vision approaches enabled the extraction of general features such
as SIFT [60], SURF [61], or ORB [62]. Nowadays, as deep learning is popular in computer
vision domain, convolutional neural networks (CNN) are trained for the identification
and feature extraction of specific objects, such as buildings [63,64]. These architectures are
typically designed for image classification but can also be adapted for feature extraction.
They often have a high-dimensional vector as output which can be reduced to the desired
dimension using dimensionality reduction techniques such as a principal component
analysis (PCA) [65]. Some models are trained on images of landmarks and buildings to
detect distinguishable features between buildings. A currently popular CNN model for
feature extraction was published by Radenović et al. [64] under the name Cirtorch. It is a
fine-tuned ResNet101 [66] designed for feature extraction from images on which buildings
and landmarks are mapped. This model extracts one vector per image, a global descriptor.
Other approaches extract the most important keypoints of an image and describe these
points in separate vectors, the local descriptors.

2.3. Feature Matching for Geolocalization

A well-known algorithm for finding the most similar vectors is called k-nearest neigh-
bors (k-NN) [67]. The distances between the query vector and the data are calculated to
determine the nearest data vectors. Different distance metrics lead to different results. The
most popular metric is the Euclidean distance [68]. The distance between two vectors, x
and y with dimensionality j can be calculated as in Equation (1) for the Euclidean distance
or Equation (2) for the Manhattan distance. When using these metrics, it is important to
normalize the vectors when all features in the vectors are equally important.

dx,y =

√√√√ j

∑
i=1

(xi − yi)2 (1)

dx,y =
j

∑
i=1
|xi − yi| (2)

A set number of neighbors or a distance threshold determines whether a certain
number of matches are found or not. k-NN works with both global and local descriptors.
To use the information of local descriptors, a geometric similarity can be determined.
Some models, such as DELF [63], extract local features, which means that vectors are
extracted per feature in combination with the location of the feature. First, k-NN is used to
determine the most similar keypoints. These keypoints can be used to determine the best
geometric transformation between the two sets. The transformation is performed by fitting
a transformation matrix using RANSAC (random sample consensus) [69]. The number of
keypoints that follow the found transformation, called inliers, determines the similarity
between images.
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2.4. Rephotography

Rephotography is of great value for research in historical studies because it tracks
changes over time. In the past, historical scenes were rephotographed manually [70].
Manual rephotography is complex and requires special photographic skills and time to
achieve good results. A good rephotograph depends on the precise location, angle, and
perspective from which the historical image was taken. Therefore, recapturing a historical
scene from the same perspective has been challenging. Computer vision research enables
many assisting applications [28] that help the photographer to capture the image from
the same viewpoint. Besides these applications, many approaches have been proposed to
achieve rephotography based on image collections [71]. The advances in computer tech-
nology allow researchers to address this problem using deep learning [29]. The approach
of extracting the facade and performing rephotography works well for images of houses
where the facade is prominent, but detecting the facade of complex building structures
makes this task even more difficult. By using computer vision techniques such as SIFT,
ORF, SURF, Cirtorch, or DELF we can solve the problem to some extent, but improvements
are still needed to learn and match features from low-quality historical images.

3. Geolocalization of Historical Image Collections

The pipeline for the geolocalization of historical images is explained step by step below.

3.1. Article-Level Segmentation

The first step is to gain access to the newspaper collections at the article level. Several
algorithms have been proposed to extract the article-level information from historical
newspapers. Broadly speaking, there are two ways to extract articles from newspapers:
layout-based segmentation and semantic-based segmentation.

The first method is article segmentation based on layout information. In this method,
the information about the positioning of the extracted text blocks, the boundary information
for the region and the pixel information are used to connect different parts of the article. It
is a kind of blind method in which the text within the text blocks is not considered when
defining an article. A second method is the semantic linking of information using natural
language processing algorithms to create a link between two articles. Several methods
are available for extracting articles based on semantics, including fuzzy matching, text
classification, and topic model/detection.

Even if all newspapers are printed hierarchically, the layout of a newspaper often
changes over time. Therefore, developing a generic algorithm to extract articles can be
quite challenging. We developed layout-based methods to segment articles from KBR’s
digitized newspaper collections. Figure 3 shows some results of our article segmentation
using the Le Peuple dataset from 1938.

3.2. Context-Aware Article Extraction

In the next step, we extracted only the articles that contained images of a building.
We could achieve this using an image classification algorithm. Using historical images, we
trained a deep learning algorithm to extract building objects from the historical images.
Figure 4 shows how the article text associated with a detected building image is extracted
and passed on to the next step for caption detection. To evaluate the proposed approach, we
measured the F1 score. We found that the F1 score of the newspaper article segmentation
was 0.76.
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(a) 31st Jan 1938 (b) 27th March 1938 (c) 28th May 1938

Figure 3. Article segmentation results on Le Peuple 1938 dataset.

Figure 4. An example of article with a building illustration

3.3. Caption Detection

Captions are the textual information that typically appears below an illustration and
describes the illustration. The location information in the caption can be used not only to
improve the searchability of content, but also to link photographs to articles and Wikidata
entries. However, it can also be used to geolocate historical photographs. Some features
help identify captions. These features include text blocks with the same width as the image,
placed directly below the image, and styled differently than normal text. There are red
blocks underneath the illustrations in Figure 4 that indicate detected captions.
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3.4. Location Information Extraction

Geographical information is sometimes provided in the captions, which aids in geolo-
cating the historical images. The captions of an illustration or article text usually contain
information about the event or location. In this step, natural language techniques (NER
methods [72]) were applied to extract the location information from the article caption or
text. The location information could be a place name, a city name, or a country name. An
example of location information extraction from the text is shown below.

Caption tag: Le siège central de la” t Prévoyance Soc aie», square de l’Aviation, -Bruxelles.
Location information: ’Prévoyance Sociale [LOC], square de l’Aviation, -Bruxelles [LOC].
When extracting location information, we encountered difficulties with poor OCR

quality and multiple location detection. The location cannot be determined if the OCR
quality is not high enough to provide enough information about the location. When we had
more than one location in the caption or article text, we matched historical image features
with Google images to determine the exact location.

3.5. Geolocalization

The final step was geolocalization, which is a two-step procedure. In the first step, we
searched for relevant images using a Google image search based on the location information,
extracted from the caption. For each image, we extracted the top 10 results. The Google
search gave all correct results when we searched for well-known landmarks, e.g., “the
Castle of Prague”, but in the case of a less common landmark, the Google search results
always returned some irrelevant images, e.g., the search result of “Femmes Prévoyantes du
Centre, Nieuport Bains” shows only two correct results for the mentioned building. This
study aimed to be able to geolocate less-common images of buildings in addition to the
well-known landmarks. Therefore, in the second step, we needed to filter the search results
by keywords to find out which images were similar to the image shown in the newspaper.
Our pipeline for finding the best matches is shown in Figure 5. We computed the features
of all images and compared the similarity score. Using a threshold, we filtered out the
irrelevant results.

Figure 5. Pipeline to find the best matches

CNNs designed for extracting features from landmarks or buildings are usually trained
on contemporary color images. These do not perform well on monochrome (black-and-
white) and halftone images. The proposed pipeline for building matching hierarchically
combined global and local descriptors extracted using the pretrained Cirtorch and DELF
models. In this way, the results were improved for halftone newspaper images compared
to matching the descriptors separately.

The feature matching algorithm first extracted the global descriptors for all images
in the database using Cirtorch. These global descriptors were used to filter out the irrel-
evant images using k-NN. Figure 6 shows the filtering of irrelevant results. Most of the
downloaded images provided good results, hence only the three (3) worst images were
excluded from the next step of the pipeline, local descriptor matching. Local descriptors
were extracted from the seven (7) remaining images using DELF. From this model, not only
the features for the keypoints were retrieved, but also the location of each one. This allowed
us to search for similar images based on geometric transformations of the keypoints using
RANSAC. Images with a confidence score greater than 0.5 were considered good matches.
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Figure 6. Search results for similar images using caption tags and filtering irrelevant images based on
feature matching

4. Rephotography of Historical Image Collections

The term “rephotography” refers to the practice of taking the same subject at two
different timestamps. Computational rephotography can be challenging due to the poor
quality of the original historical photographs. Furthermore, the angle and location from
which the images were taken, as well as the perspective and the changes in the building
itself over time can also affect the outcomes of the rephotography. Pictures from historical
newspapers and similar images found through a Google search helped find suitable images
for the rephotography task. SIFT/ORB was the computer vision-based method used for
detecting, describing, and matching local features in historical images.

We used images taken at the same location at two different timestamps for the repho-
tography. One image was the source image (historical image), as shown in Figure 7a, and
the other was the target image (relatively new/another view of the same location) as shown
in Figure 7b. Using feature matching algorithms, we could identify the common keypoints
to both images as shown in Figure 8a. Using these keypoints, we could find a suitable
transformation matrix from the source image to the target image. As shown in Figure 8b, a
perspective transformation was applied to the source image to get the same viewpoint for
both images. The next step was to determine an appropriate crop in the source image to be
pasted on the target image (see Figure 8c). In the final step, some blending and blurring
effects were applied in the region where both images were stitched to show the smooth
transition of a scene from the historical image to the current view, as shown in Figure 8d.
Some more results can be seen in Figures 9 and 10.

(a) Historical Image (b) Recent view of same location

Figure 7. Search results for similar images using caption tags.
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Figure 8. Rephotography of historical images.

Figure 9. Image extraction and rephotography using location information: (a) historical image;
(b) extracted image 1; (c) extracted image 2; (d) transformation; (e) rephotography.
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Case F: ’ville mexicaine de taxco catholique

Case G: l”Institut d”histoire sociale, Prévoyance Sociale, boulevard de le Régent

Case H: Duc de Windsor, château de maye, Versailles

(a) (b) (c) (d) (e)

Figure 10. Some failed cases : (a) Historical Image (b) Extracted Image 1 (c) Extracted Image 2 (d)
Transformation (e) Rephotography
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Figure 10. Some failed cases : (a) historical image; (b) extracted image 1; (c) extracted image 2;
(d) transformation; (e) rephotography.

5. Results and Discussion

The aim of this study was to present a novel approach for exploring cultural heritage
datasets. This exploratory study proposed an entire pipeline for geolocalization and
rephotography of historical images. The dataset consisted of 40 articles with buildings
based on front-page news from the 1938 French language socialist newspaper Le Peuple.
First, we processed these 40 images by our location extraction algorithm. There were eight
instances where the OCR results did not detect the location information. The location
information of the remaining 32 articles was correctly detected. In the next step, we
applied a Google query based on location information and filtered irrelevant results based
on feature matching. When searching the Internet for similar perspectives, 6 out of the
remaining 32 instances failed to find relevant perspectives. The final step in our pipeline
was the rephotography of similar-perspective images. Of the remaining 26 instances, 5 did
not find the appropriate transformation in this step. The remaining 21 were successfully
rephotographed. In Table 1, we demonstrate the accuracy of the proposed pipeline on
the basis of 40 articles with building information. Our results indicated that we achieved
an average accuracy of 80% for each step in the proposed pipeline. The overall accuracy
of the entire pipeline was 52.5%. This means that every second historical image passed
successfully through the pipeline and was rephotographed. Given the difficulty of this
research area, this is considered a substantial contribution and a notable success. Since
this is the first computational rephotography pipeline using traditional computer vision
methods, this research opens a new direction for research with historical images. The entire
pipeline was developed as an exploratory study, so each section needs further revision
to improve accuracy, thereby increasing the overall accuracy of the pipeline. A detailed
study of each section with a larger dataset will be conducted in the future to improve the
accuracy of the pipeline.

Furthermore, this section discusses the cases we encountered during our research
using the proposed workflow. Figure 9 shows the results of our complete workflow to
geolocalize and visualize the historical collections of KBR. In this section, we discuss eight
different cases. In case A, B, C, D, and E, it can be clearly seen that the extracted images
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matched very well with the reference historical images. The feature matching pipeline
could detect good features, resulting in astonishing transformation and rephotography.

In case A “Square de l’Aviation, -Bruxelles” and case B “Place de l’Opéra, parix” the
rephotography was performed on the extracted image sets with different timestamps. It
is necessary to apply an image smoothing algorithm in order to rephotograph historical
photographs. Case C “Prévoyantes du Centre, Nieuport Bains” shows an exceptional match
between the historical image and the picture of the same location from different timestamps.
Case D “Grand’ place ’Bruxelles” shows the rephotography of a part of the image. In this
case, only the features at the facade plane matched correctly, so the rest of the features
were ignored during the rephotography step. Case E “tragique incendie de Marseille contré
lequel” refers to scenarios where the location we detected was too general. The detected
location was “Marseille”, which was too general information about a location to search
for the building. Therefore, we added additional information about the event/incident
that happened at Marseille. This contextual information helped extract the corresponding
images. Finally, the rephotography of this scene shows the picture before and during the
fire incident in a single picture.

Table 1. Accuracy of proposed pipeline based on 40 articles with buildings.

Each Subsection Full Pipeline

Location Information Geolocalization Rephotography

Correctly processed 32 26 21
Accuracy per section 80% 81% 81%

Accuracy full pipeline 52.5%

Some false cases (case F, G, and H) are also shown in Figure 10 . Case F “’wsi. [
mexicaine de taxco catholique]” failed to detect similar buildings because of the poor quality
of the OCR results. In this case, the caption tags detected using OCR were “•3?HH - **?*.
/- wsi.: .. . .CTagfigaj *•****»: ”, which made it impossible to extract the correct location
“ville mexicaine de taxco catholique” from the caption. Hence, if the OCR is of poor quality,
the location information extraction algorithm is not be able to detect the correct location.
This makes it impossible to proceed with the geolocalization and rephotography steps. In
addition, the proposed method may fail if we perform a keyword search and cannot locate
a matching building image. Case G “l”Institut d”histoire sociale, Prévoyance Sociale, boulevard
de le Régent” shows that the text detection was good, but no matching building was found
to proceed with the geolocalization and rephotography steps.

Another challenge that might arise with this workflow is the fact that the feature
matching algorithm may not always be able to identify suitable matches to perform good
rephotography. Case H “Duc de Windsor, château de maye, Versailles” shows the scenario
where we found a similar building but failed to perform rephotography of the scene. The
size of the picture, picture quality, the partial occlusion due to the environment, significant
changes in the location, and the completely different perspective from the reference image
are some of the factors that can affect the rephotography results.

6. Conclusions

In this research study, we proposed a methodology for the geolocalization and visual-
ization of historical images from KBR’s newspaper collections. Nowadays, computer vision
and machine learning approaches are mature enough to explore massive library collections
more efficiently and in less time. Article-level information enables users to query and
explore the KBR historical collection on a particular subject. Natural language processing
was used to retrieve context from an article’s heading, text, or illustration caption. The
context could be location information, a person’s name, or an event description. Any
hint to the location information was valuable for geolocating the untagged images. A
keyword-based search for location information found all the associated images. Feature
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matching techniques further filtered out the irrelevant results. In the final step, the best
matched geolocalized images were used to perform the rephotography.

Contextual information is the detail/description of an image and serves as additional
information that leads to the metadata enrichment of historical collections. The enriched
metadata further enhance digital access and searchability within the historical collection.
Geolocalization and rephotography are both tasks that require excellent OCR accuracy,
which is one of the common challenges associated with digitizing documents from the
past. The computer vision approach to computer-aided content analysis makes it easier
to propose a solution that allows users to query, geolocate, and rephotograph portions of
historical collections.
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