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Abstract: Over the past few years, many impressive lidar-inertial SLAM systems have been developed
and perform well under static scenes. However, most tasks are under dynamic environments in real
life, and the determination of a method to improve accuracy and robustness poses a challenge. In
this paper, we propose a semantic lidar-inertial SLAM approach with the combination of a point
cloud semantic segmentation network and lidar-inertial SLAM LIO mapping for dynamic scenes. We
import an attention mechanism to the PointConv network to build an attention weight function to
improve the capacity to predict details. The semantic segmentation results of the point clouds from
lidar enable us to obtain point-wise labels for each lidar frame. After filtering the dynamic objects, the
refined global map of the lidar-inertial SLAM sytem is clearer, and the estimated trajectory can achieve
a higher precision. We conduct experiments on an UrbanNav dataset, whose challenging highway
sequences have a large number of moving cars and pedestrians. The results demonstrate that,
compared with other SLAM systems, the accuracy of trajectory can be improved to different degrees.

Keywords: lidar-inertial SLAM; semantic SLAM; semantic segmentation; dynamic scene

1. Introduction

Simultaneous localization and mapping (SLAM) [1,2] is of crucial significance for
mobile robot navigation, micro aerial vehicles (MAVs), virtual reality (VR), and augmented
reality (AR) since accurate pose estimation is fundamental for machine operation. In recent
years, studies have proliferated regarding the theme of the fusion of inertial measurement
units (IMU) with a single perceptual sensor. When the sensor is a lidar sensor, the system is
called a lidar-inertial SLAM system [3]. Compared with other SLAM systems, the lidar-
inertial SLAM system can acquire accurate ego-motion estimation and dense point cloud
maps since the lidar sensor is invariant to changes in illumination and can provide distance
measurements of the surrounding environments.

Over the past few years, many impressive lidar-inertial SLAM systems [4–9] have
been developed and continue to perform well, such as LIO-mapping [6], LIO-SAM [8],
SuMa [9], and so on. However, traditional lidar-inertial SLAM systems operate on the
assumption that the scene is static. Most scenes in real-life, especially outdoor scenes,
consist of dynamic environments. The feature points of the dynamic object are unstable,
which affects the accuracy of localization and mapping. Furthermore, the typical lidar-
inertial SLAM builds a map only with geometric information (points, lines, and planes),
and lacks the semantic information of the surrounding scene that is needed by the robot to
complete some advanced tasks.

In this paper, we focus on avoiding the moving objects in dynamic scenes by combining
point cloud semantic segmentation with lidar-inertial SLAM. We propose a point cloud
semantic segmentation network that imports an attention mechanism to the PointConv [10]
network to improve the capacity to predict details. We define a graph constructed from
reference points and their neighbors and input the relative coordinates of the neighbors
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combined with their features. We build attention weight functions to dynamically distribute
the weights of neighbors. After filtering the points belonging to moving objects through
a semantic segmentation network, stable static feature points are extracted, and a static
local map is built. Then, joint non-linear optimization is adopted within a sliding window
to obtain the final state of the system. We conduct experiments on the SemanticKITTI
dataset [11] and UrbanNav dataset [12]. The results demonstrate that, compared with
other SLAM systems, the accuracy of the estimated trajectory can be improved to different
degrees compared with other methods, and the global map of our system is refined,
becoming clearer.

2. Related Works
2.1. Lidar-Inertial SLAM

Lidar-inertial SLAM can be categorized into two methods: loosely-coupled methods
and tightly-coupled methods. LOAM [4] is a classical loosely coupled algorithm that opti-
mizes a large number of variables simultaneously in two frequencies. The high frequency
part estimates the velocity of the lidar with a low fidelity. The low frequency part completes
the point cloud matching and registration. LeGO-LOAM [5] optimizes based on LOAM.
It is lighter in weight and leverages the presence of a ground plane in its segmentation
and optimization steps. Tightly coupled algorithms are entering the mainstream for their
high accuracy and strong robustness. LIO mapping [6] proposes a rotation-constrained
refinement algorithm to align the lidar poses with a global map and performs well with
an acceptable drift after long-term experiments. LINS [7] designs an iterated error-state
Kalman filter (ESKF) to correct the estimated state recursively by generating new feature
correspondences in each iteration. LIO-SAM [8] formulates lidar-inertial SLAM atop a
factor graph, allowing for a multitude of relative and absolute measurements, including
loop closures, to be incorporated from different sources as factors into the system.

2.2. Semantic SLAM

With the development of deep learning, many works have introduced semantic seg-
mentation into visual-based or lidar-based SLAM systems. DS-SLAM [13] combines a
semantic segmentation network with a moving consistency check method to reduce the
impact of dynamic objects; thus, the localization accuracy is improved in dynamic envi-
ronments. Berta et al. present a visual SLAM system (DynaSLAM) [14] that is built on
ORB-SLAM2 [15]. It adds the capabilities of dynamic object detection and background
inpainting, and DynaSLAM is robust in dynamic scenarios for monocular, stereo, and
RGB-D configurations. SuMa++ [16] is an extension of SuMa [9] that consists of integrating
semantic information to facilitate the mapping process. SA-LOAM [17] is a semantic-aided
LiDAR SLAM with loop closure based on LOAM, which leverages semantics in odometry
as well as loop closure detection. Wang et al. propose lidar-based SLAM under semantic
constraints in dynamic environments [18]. They used a spatial attention network (SANet)
to achieve the semantic segmentation of point clouds.

3. Our Method

In this paper, we define the transformation from frame a to frame b as Tb
a ∈ SE(3).

The transformation contains translation vector pb
a ∈ R3 and rotation matrix Rb

a ∈ SO(3). In
addition, the quaternion qb

a is another expression of rotation for calculation. Feature points
Fa in frame a can be transformed into frame b as feature points Fb

a.

3.1. System Overview

The framework of the proposed semantic lidar-inertial SLAM system is illustrated in
Figure 1. Our system is based on LIO-mapping system. IMU measurements Ii,j are applied

to predict the state of body
~
T

Lj

Lj′ , which is utilized to de-skew the raw point clouds Sj of lidar
data. At the same time, we use IMU pre-integration to obtain pre-integration terms ∆pij,
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∆vij, and ∆qij for joint non-linear optimization. Then, de-skewed lidar frame Sj is input into
the semantic segmentation network, and we can obtain static point cloud S̃j after filtering

out moving objects. After that, feature points FLp
Lγ are extracted from several consecutive

frames and they are utilized to build local map MLp
Lo,i. At last, we use joint non-linear

optimization to obtain the final estimation of the states X within a local sliding window.
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3.2. State Prediction and Pre-Integration

There are several IMU frames between two consecutive lidar frames. Within a short
time, the state of body can be updated by:

pj = pi +
j−1
∑

k=i

[
vk∆t + 1

2 gW∆t2 + 1
2 Rk

(
âk − bak

)
∆t2
]

vj = vi + gW∆tij
2 +

j−1
∑

k=i
Rk
(
âk − bak

)
∆t

qj = qi ⊗
j−1
∏
k=i

δqk = qi ⊗
j−1
∏
k=i

[ 1
2 ∆t
(
ω̂k − bgk

)
1

] (1)

where p, v, and q are the position, velocity, and orientation of the IMU body. ba and bg de-
note acceleration bias and gyroscope bias, respectively. âk and ω̂k are the raw measurements
of IMU at timestamp k.

The raw lidar data Sj are skewed because of the lidar sensor’s motion during scanning.

So, we de-skew each lidar frame Sj by linear interpolation of
~
T

Lj

Lj′ and obtain de-skewed
point cloud Sj.

At the same time, the raw IMU outputs âk and ω̂k can be converted to pre-integration
measurements (∆pij, ∆vij, and ∆qij) by:

∆pij = RT
i

(
pj − pi − vi∆tij − 1

2 gW∆t2
ij

)
=

j−1
∑

k=i

[
vik∆t + 1

2 R(∆qik)
(
âk − bak

)
∆t2
]

∆vij = RT
i

(
vj − vi − gW∆tij

)
=

j−1
∑

k=i

[
R(∆qik)

(
âk − bak

)
∆t
]

∆qij = q−1
i ⊗ qj =

j−1
∏
k=i

δqk =
j−1
∏
k=i

[ 1
2 ∆t
(
ω̂k − bgk

)
1

] (2)

The pre-integration measurements are used for joint optimization.
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3.3. Semantic Segmentation Network

We input Sj into sematic segmentation network to classify it point by point. The
semantic segmentation network in our SLAM system is based on PointConv network. The
network defines a 3D convolution operation called PointConv:

PointConv(S, W, F)xyz =
y

(δx ,δy ,δz)∈G

S
(
δx, δy, δz

)
W
(
δx, δy, δz

)
F
(
x + δx, y + δy, z + δz

)
dδxδyδz (3)

where p = (x, y, z) is coordinate of reference point.
(
δx, δy, δz

)
is the relative coordi-

nate of any neighbor point from p. S
(
δx, δy, δz

)
is the inverse density of point

(
δx, δy, δz

)
.

W
(
δx, δy, δz

)
is the weight function. In addition, F

(
x + δx, y + δy, z + δz

)
is the feature of

point
(
δx, δy, δz

)
. The main idea of PointConv is using the relative coordinates of K neighbor

points to simulate weight function by multi-layer perceptron (MLP). However, it does not
take the features of these neighbor points into consideration.

We import an attention mechanism to PointConv and build a graph G = (V, E) as
shown in Figure 2. Given a local point set P = {p0, p1, . . . , pK}, ( f = { f0, f1, . . . , fK}
represents the feature of each point), V ∈ 0, 1, 2, . . . , K and E ∈ |V| × |V| denote the vertices
and edges of the graph, respectively. For each point i, the weight between point i and its
neighbor point j can be computed by multilayer perceptron:

ãij = MLP
([

∆pij
∣∣∣∣∆ fij

])
(4)

where ∆pij = pj − pi, ∆ fij = MLPg
(

f j
)
−MLPg( fi), and MLPg is also a multilayer percep-

tron, whose function is mapping a feature from one dimension to another. || denotes the
concatenation operation.
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Figure 2. Illustration of attention mechanism on a reference point. The weight function is a weighted
combination of the neighbors.

Therefore, attention weight of the n-th feature channel between point i and its neighbor
point j can be computed by:

aij,n =
exp

(
ãij,n

)
K
∑

l=0
exp(ãil,n)

(5)

The attention feature of point i can be described as:

fi
′ =

K

∑
j=0

aij ∗Mg
(

f j
)
+ bi (6)

where aij, Mg, and bi are learnable. ∗ denotes the element-wise production.
So, for a given local point set P = {p0, p1, p2, . . . , pK}, we can obtain the attention

features through Equation (4). Let Cin and C′ in be the number of channels of input feature fi
and output feature fi

′. PointConv only takes the relative coordinate of each point (pi − p0)
as inputs to approximate weight function. We extend PointConv by concatenating attention
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feature fi
′ with (pi − p0), and adopt MLP1 to simulate attention weight function W, as

shown in Figure 3. Therefore, the network can focus on the most relevant part of the
neighbors to learn features. The entire process of attention PointConv network is shown in
Figure 3.
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3.4. Feature Extraction and Local Map Management

De-skewed point cloud is segmented through attention PointConv network, and the
points belonging to dynamic objects are removed. Then, we adopt lidar feature extrac-
tion [19] to select planar feature points, which are most likely on a plane.

Since one single lidar frame is too sparse for feature matching, we build a local map
that consists of feature points of several lidar frames {o, · · · , p, · · · , i}, where o, p, and i are
the first frame, the reference frame, and the last frame in the sliding window, respectively,
as shown in Figure 4. For γ ∈ {o, · · · , i}, feature points FLγ are projected to reference frame

p as FLp
Lγ and all projected features in the sliding window build a local map MLp

Lo,i. The

frames before p are already optimized. For each point xLp ∈ FLp
Lα (α ∈ {p + 1, · · · , i, j}), we

adopt KNN algorithm to find its K nearest points π
(
xLp) in MLp

Lo,i. Since these K points are
most likely on the same plane, they have the plane constraint:

nTx + d = 0, x ∈ π
(

xLp
)

(7)

where we denote m = [x, n, d] ∈ mLα. In this way, we formulate a relative constraint
between the reference frame (n and d are defined in frame p) and the following frames (x is
defined in reference α).
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3.5. Joint Optimization

Equation (7) provides the constraints between the state of reference frame and the states of
following frames. The transformation from the frames to be optimized (α ∈ {p + 1, · · · , i, j})
to the reference frame p is computed by the chain rule:

TLp
Lα = TB

LTW
BαTW

Bp
−1TB

L
−1 =

[
RLp

Lα pLp
Lα

0 1

]
(8)

where TB
L denotes the extrinsic parameters from lidar to IMU. TW

Bα and TW
Bp are the states of

the body in frames α and p.
As the window slides, the reference frame also changes. For each α ∈ {p + 1, · · · , i, j}

and m = [x, n, d] ∈ mLα, the residual of Equation (7) can be represented by the distance
from point to plane:

r1

(
m, TW

Lp, TW
Lα, TB

L

)
= nT

(
RLp

Lαx + pLp
Lα

)
+ d (9)

To obtain the states from frame p to frame j, we adopt a joint non-linear optimization
and marginalization strategy. As shown in Figure 4, the number of states to be estimated is
fixed in the window from XW

Bp to XW
Bj. If new constraints appear, the window will include

new states and marginalize old states. The entirety of the states in the window can be
defined as:

X =
{

XW
Bp, · · · , XW

Bj, TB
L

}
(10)

State X can be estimated by minimizing the whole cost function:

min
X

1
2

 ∑
m∈mLα

α∈{p+1,··· ,j}

‖r1(m, X)‖2
+ ‖r2(X)‖2 + ∑

β∈{p,··· ,j−1}
‖r3

(
zβ

β+1, X
)
‖

2

 (11)

where r1(m, X), r2(X), and r3

(
zβ

β+1, X
)

represent the residual for point-to-plane constraints,
marginalization, and IMU pre-integration constraints, respectively. The Gauss–Newton
method is used to solve the function above. ‖r2(X)‖2 is calculated by Schur complement,
which is described in [6], and r3

(
zβ

β+1, X
)

is computed from the states and IMU pre-
integration in [20].
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4. Experiments
4.1. Semantic Segmentation Network Training

We use the SemanticKITTI dataset to train our attention PointConv network. The
semanticKITTI dataset is a large-scale dataset based on the KITTI Vision Benchmark. It
provides dense annotations for each individual scan of sequences from 00–10, which enables
the usage of multiple sequential scans for semantic segmentation. Labels for the test set
(sequences 11–21) are not provided. Figure 5 shows a single lidar frame with semantic
annotations of the SemanticKITTI dataset, and it contains 20 classes including classes
distinguishing non-moving and moving objects.
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Figure 5. A single scan with labels of SemanticKITTI dataset.

We train our attention PointConv network with all the scans of sequences 00–10.
In addition, in the next section, we will show the semantic segmentation results of our
trained network.

4.2. Dynamic Object Removal

We use UrbanNav datasets to test the performance of the dynamic object removal.
UrbanNav datasets are collected by mounting the data collection platform on a Honda Fit.
The platform is equipped with Velodyne HDL-32E lidar, an Xsens Mti-10 IMU, a monocular
camera, and a SPAN-CPT (for ground truth). Two lidar scan samples are shown in Figure 6a.
Each lidar frame is input to our attention PointConv network to obtain point-wise labels, as
shown in Figure 6b. Then, we filter out the points belonging to dynamic labels and obtain
static point clouds, as in Figure 6c. From the visualization of the point cloud samples,
we can see that the annotations of the points are basically correct, and the removal of the
dynamic objects is effective.
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4.3. Pose Estimation Comparison

In this section, we compare the accuracy and robustness of the proposed method with
the current state-of-the-art lidar-inertial SLAM methods, including LIO-mapping, LINS,
and LIO-SAM. LINS is a filter-based tightly coupled method, and LIO-SAM is a tightly
coupled method based on nonlinear optimization.

We also use UrbanNav datasets to compare the performance of different methods.
Specifically, we used the Urban2019 dataset and Urban2020 dataset. The former was
gathered in a typical urban canyon of Hong Kong featuring high-rising buildings and
numerous dynamic objects in the evening. The latter was gathered in a low-urbanization
area in Hong Kong with some dynamic objects present during in the day, as shown in
Figure 7.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 14 
 

The platform is equipped with Velodyne HDL-32E lidar, an Xsens Mti-10 IMU, a monoc-

ular camera, and a SPAN-CPT (for ground truth). Two lidar scan samples are shown in 

Figure 6a. Each lidar frame is input to our attention PointConv network to obtain point-

wise labels, as shown in Figure 6b. Then, we filter out the points belonging to dynamic 

labels and obtain static point clouds, as in Figure 6c. From the visualization of the point 

cloud samples, we can see that the annotations of the points are basically correct, and the 

removal of the dynamic objects is effective. 

   

   
(a) (b) (c) 

Figure 6. (a) the original point clouds; (b) semantic segmentation results with point-wise labels; (c) 

point clouds after filtering out dynamic points. 

4.3. Pose Estimation Comparison 

In this section, we compare the accuracy and robustness of the proposed method with 

the current state-of-the-art lidar-inertial SLAM methods, including LIO-mapping, LINS, 

and LIO-SAM. LINS is a filter-based tightly coupled method, and LIO-SAM is a tightly 

coupled method based on nonlinear optimization. 

We also use UrbanNav datasets to compare the performance of different methods. 

Specifically, we used the Urban2019 dataset and Urban2020 dataset. The former was gath-

ered in a typical urban canyon of Hong Kong featuring high-rising buildings and numer-

ous dynamic objects in the evening. The latter was gathered in a low-urbanization area in 

Hong Kong with some dynamic objects present during in the day, as shown in Figure 7. 

  
(a) (b) 

Figure 7. Sample images of datasets: (a) Urban2019 dataset; (b) Urban2020 dataset. 

In this experiment, the datasets start and end at the origin. The GPS measurements 

of the datasets serve as the ground truth. The estimated trajectories of various methods 

applied to the Urban2019 dataset are shown in Figure 8. LIO-mapping performs well at 

the beginning of the dataset, but it drifts later in the trajectory and the rotation of LIO-
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In this experiment, the datasets start and end at the origin. The GPS measurements
of the datasets serve as the ground truth. The estimated trajectories of various methods
applied to the Urban2019 dataset are shown in Figure 8. LIO-mapping performs well at the
beginning of the dataset, but it drifts later in the trajectory and the rotation of LIO-mapping
deviates at the curve. This is mainly caused by false feature points belonging to dynamic
objects. The trajectories of LINS and LIO-SAM have a similar degree of misalignment, and
they both have a slight deviation from the start point to the end point. The overall trajectory
of the proposed method performs well.
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Furthermore, we display the 3D position errors and height errors of the different
methods with respect to time in Figure 8. The 3D position errors and height errors of the
three other methods increase dramatically at one certain point. The 3D position errors of the
LIO-mapping approach reach up to more than 100 m, which means that the algorithm has
totally failed. By contrast, the 3D position error and height error of our method fluctuate
within a certain section since errors accumulate more slowly after moving dynamic objects.

The estimated trajectories of the Urban2020 dataset are demonstrated in Figure 9. As
shown, all the methods perform better than they did for the Urban2019 dataset, as there
are fewer dynamic objects on the road and the distance is shorter. Even so, the proposed
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method performs better than the LIO-mapping approach with respect to the trajectory. In
addition, the 3D position errors and height errors are also lower.
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Figure 9. Estimated trajectories, 3D position errors, and height errors of different methods in
Urban2020 dataset: (a) LIO−mapping; (b) LINS; (c) LIO−SAM; (d) our method.

Table 1 displays the end-to-end translation errors, end-to-end rotation errors, and
RMSE errors with regard to the ground truth. Our method achieves the lowest RMSE error
on both datasets. Furthermore, our method is superior to LIO-mapping with respect to
end-to-end translation and rotation errors.

Table 1. The end-to-end translation errors, end-to-end rotation errors, and RMSE errors of different
methods on both datasets.

Dataset Error Type LIO-Mapping LINS LIO-SAM Our Method

Urban2019
Translation (m) 95.473 13.258 19.274 5.673

Rotation (degree) 22.829 24.704 16.942 14.554
RMSE (m) 43.018 7.863 13.069 5.543

Urban2020
Translation (m) 5.030 1.276 3.513 3.713

Rotation (degree) 14.626 25.092 6.556 7.670
RMSE (m) 3.107 3.039 2.672 2.625
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4.4. Runtime Performance Evaluation

In this section, we will show the average runtime of each module of our algorithm.
The algorithm was tested with a 2.6-GHz i7-9720H CPU and an Nvidia GeForce GTX 1660
Ti GPU in Ubuntu 18.04. We downsampled the point cloud of each lidar frame by using a
voxelgrid filter whose leaf size is 0.5 m. The average runtime of each module is presented
in Table 2, and all the modules run on different threads.

Table 2. Average runtime of each module (ms).

Dataset Prediction Semantic
Segmentation Odometry Laser Mapping

Urban2019 0.00928 106.8 126.5 201.9
Urban2020 0.01198 122.6 127.9 252.8

4.5. Global Map Comparison

Finally, we test the performance of the global map built using our method. The global
maps of the proposed method applied to the Urban2019 dataset and Urban2020 dataset are
illuminated in Figure 10a,b). It is shown that the global maps of our method are basically
correct. To compare the maps built by the LIO-mapping method and our method, we
focus on several parts of the map in Figure 11. Figure 11a corresponds to LIO mapping
and Figure 11b to our method. The figures demonstrate that our method can eliminate
dynamic objects including vehicles of all kinds, which are meaningless for a global map.
Furthermore, Figure 11a shows many obvious trails of the speeding vehicles on the roads,
while the same roads in Figure 11b are clean, because the points belonging to moving cars
have been filtered out in each lidar frame.
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5. Conclusions

Most SLAM systems work on the assumption that the environment is static. In this
paper, we have proposed a semantic lidar-inertial SLAM system for dynamic scenes. We
imported an attention mechanism to the PointConv network to elevate the feature-learning
capability of the network. The LIO-mapping system was combined with an attention
PointConv semantic segmentation network, and the points belonging to dynamic objects
were removed in each lidar frame. The stable static feature points were extracted, and a
static local map was built to perform ego-motion estimation. The experiments demonstrate
that our method can decrease the errors of the estimated trajectories and build a clear global
map of dynamic scenes.
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