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Abstract: Pedestrian behavior recognition in the driving environment is an important technology to
prevent pedestrian accidents by predicting the next movement. It is necessary to recognize current
pedestrian behavior to predict future pedestrian behavior. However, many studies have recognized
human visible characteristics such as face, body parts or clothes, but few have recognized pedestrian
behavior. It is challenging to recognize pedestrian behavior in the driving environment due to the
changes in the camera field of view due to the illumination conditions in outdoor environments and
vehicle movement. In this paper, to predict pedestrian behavior, we introduce a position-information
added two-stream convolutional neural network (CNN) with multi task learning that is robust to
the limited conditions of the outdoor driving environment. The conventional two-stream CNN is
the most widely used model for human-action recognition. However, the conventional two-stream
CNN based on optical flow has limitations regarding pedestrian behavior recognition in a moving
vehicle because of the assumptions of brightness constancy and piecewise smoothness. To solve this
problem for a moving vehicle, the binary descriptor dense scale-invariant feature transform (SIFT)
flow, a feature-based matching algorithm, is robust in moving-pedestrian behavior recognition, such
as walking and standing, in a moving vehicle. However, recognizing cross attributes, such as crossing
or not crossing the street, is challenging using the binary descriptor dense SIFT flow because people
who cross the road or not act the same walking action, but their location on the image is different.
Therefore, pedestrian position information should be added to the conventional binary descriptor
dense SIFT flow two-stream CNN. Thus, learning biased toward action attributes is evenly learned
across action and cross attributes. In addition, YOLO detection and the Siamese tracker are used
instead of the ground-truth boundary box to prove the robustness in the action- and cross-attribute
recognition from a moving vehicle. The JAAD and PIE datasets were used for training, and only the
JAAD dataset was used as a testing dataset for comparison with other state-of-the-art research on
multitask and single-task learning.

Keywords: pedestrian-action recognition; two-stream convolutional neural network (CNN); binary
descriptor dense scale-invariant feature transform (SIFT) flow; position-information feature

1. Introduction

In the past decade, autonomous vehicles [1–4] have been widely studied in terms
of recognizing obstacles, such as road lines, other vehicles, or pedestrians, and planning
the optimal path in the road environment. Although many studies have been conducted
on path planning after line detection and on vehicle recognition [5–7], pedestrian recog-
nition research has scarcely been conducted except regarding pedestrian detection [8–13].
The general pedestrian detection models on a typical road can cause an accident due to
unexpected pedestrian behavior.

Autonomous vehicles must predict future pedestrian behavior to reduce pedestrian
accidents. Pedestrian behavior cannot be predicted using the speed and position-based
dynamic system but can be predicted by previous pedestrian behavior [14]. Thus, to predict
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future pedestrian behavior, current pedestrian behavior must be recognized. However,
according to a recent survey on recognizing pedestrian behavior [15], few studies have
addressed pedestrian behavior recognition.

There has been considerable research on recognizing human-action datasets [16–18].
The OpenPose based convolutional neural network (CNN) has been used for spatial fea-
tures [19,20] and long short-term memory (LSTM) has been used for temporal features [21].
In recent years, the flow-image-based two-stream CNN has been widely used to deal with
spatial and temporal features [22–25]. Similar to human behavior, pedestrian behavior is
also recognized by the OpenPose and LSTM [26–28]. The existing algorithms that recognize
human behavior are difficult to apply in the driving environment with many obstacles
such as buildings, trees or traffic poles due to the problematical conditions in the driving
environment. Although there has been some research on the CNN and recurrent neural
network (RNN), there is still no research on the flow-based two-stream CNN for pedestrian
behavior recognition that is robust in moving vehicles in an outside environment.

The most widely used two-stream CNN is the optical flow-based algorithm [22]. How-
ever, the optical flow has limitations concerning the brightness constancy and piecewise
smoothness assumptions, making recognizing pedestrian behavior using optical flow chal-
lenging in moving vehicles and outside environments [29,30]. Because of these limitations,
most research on pedestrian behavior does not recognize pedestrian-action attributes (walk-
ing or standing) but recognizes cross attributes (crossing or not crossing) on the JAAD
dataset. To overcome this problem, Park [25] proposed the binary descriptor dense SIFT
flow two-stream CNN instead of optical flow.

Another problem in pedestrian behavior recognition is that the pedestrian has multiple
attribute tasks, such as action attributes, cross attributes, and reaction attributes. There has
been research on multitask learning on the JAAD dataset [31], but it is tough to recognize
multitask attributes. Because cross-attribute recognition has high accuracy in single-task
learning, it also has high accuracy in multitask learning. However, for action attributes, the
accuracy is not high even in multitask learning because few studies have addressed single-
task learning. Thus, to increase the performance of multitask learning, action-attribute
recognition models with high accuracy in single-task learning should be used in multitask
learning.

The main contributions of this paper are introduced as follows.

• Not only walking action attribute but also crossing attribute are recognized by us-
ing position-information added two stream CNN. The position-information stream
increases performance of crossing attribute recognition especially.

• Multi-task learning which trains both walking and crossing attributes at once is
adopted. Then performance of proposed method is compared by other single-task
learning network.

• Although proposed method uses the 2D detecting and tracking algorithm than ground-
truth boundary-box, the performance of behavior recognition is still high. Thus, it can
be applied in a real-world environment.

In this paper, we propose related work to compare human-action recognition and
pedestrian behavior recognition algorithms in Section 2. Then, the three contributions of
this paper are introduced in Section 3. Section 4 evaluates the performance of the action and
cross-attribute recognition with the position-information feature-image added two-stream
CNN. Finally, the conclusions are presented in Section 5.

2. Related Work
2.1. Human-Action Recognition between the Ground-Truth Boundary Box and
Detection Algorithm

Most researchers have used the ground-truth boundary box because the person is
in the center of the image to focus on human actions. Thus, most researchers who use
deep learning train models using the ground-truth boundary-box input images [26,32].
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The model trained with the ground-truth boundary box exhibits high performance when
evaluated with the testing dataset, which also consists of a ground-truth boundary box.

However, there is a limitation to applying a network model to a testing dataset
obtained in a real-world environment. The image dataset in the real-world environment
should be obtained using a detection algorithm, and the real-world dataset is different from
the ground-truth boundary-box dataset because the boundary becomes blurred when the
dynamically moving human is in a place where there is a change in light. To increase the
evaluation accuracy of the dataset obtained in a real-world environment, some researchers
have tried to fuse a model with a detection algorithm without the ground-truth boundary-
box dataset [31]. However, there is still a problem that the accuracy of human-action
recognition algorithm fused with the detection algorithm in previous research is low. In
addition, human motion can be captured through the detection algorithm for an instant,
but it cannot capture human action because actions are a set of motions over time. Thus, the
tracker must be adopted after a detection algorithm to solve the problem of human-action
recognition. In addition, an algorithm is needed that recognizes human behavior and is
robust to changes in the background and illumination.

2.2. Human-Action Recognition with the Two-Stream CNN

Human action comprises a set of sequence motions according to time. Thus, motion-
feature and time-flow information should be extracted to recognize human action. However,
the general CNN is suitable for extracting motion-feature information but has difficulty
extracting time-flow information. Moreover , the general RNN is suitable for extracting
time-flow information but has difficulty extracting motion-feature information. To solve
these problems, Simonyan and Zisserman [22] introduced the two-stream CNN, which is
suitable for extracting motion-feature and time-flow information. In this algorithm, the
flow information is a flow image obtained through the optical flow representing a change
in human movement in continuous time sequence. The network model of the two-stream
CNN uses optical flow images accumulated between N frames. The model is divided into
spatial and temporal streams, each dealing with motion-feature and time-flow information
concerning human actions through five convolutional layers and three fully connected
layers [33].

Binary Descriptor Dense SIFT Flow-Based Two-Stream CNN

Optical flow has difficulty detecting human actions when the target moves drastically
in an outdoor environment because of the optical flow theory formulation. The main
assumptions of optical flow are brightness constancy and piecewise smoothness [29,30].
More specifically, brightness constancy assumes that the light in the image should be
constant with little change, and piecewise smoothness assumes that a moving target
should fit within the neighboring pixels with a small width. This limitation of optical
flow makes it difficult to recognize action when detecting a pedestrian from a moving
vehicle in an outdoor environment. To solve this problem, SIFT flow [34] (a feature-based
matching algorithm) and the binary descriptor dense SIFT flow [25] were developed to
reduce the computational cost of the SIFT flow. Figure 1 is a JAAD dataset sample of a
moving pedestrian from a moving vehicle. Figure 1a depicts the RGB image of the moving
pedestrian over time. Because the pedestrian and background move when a moving vehicle
detects a moving pedestrian, the optical flow image has the limitation that the distinction
between the background and pedestrian is unclear, as illustrated in Figure 1b. However,
the binary descriptor dense SIFT flow can clearly distinguish the pedestrian from the
background, as displayed in Figure 1c. Research has been conducted on the two-stream
CNN [25] using a binary descriptor dense SIFT flow image, which is robust in extracting
pedestrian features in a moving-vehicle environment. Like the optical flow-based two-
stream CNN [22], the binary descriptor dense SIFT flow-based two-stream CNN also is a
CNN-M-2048 [33] model with five convolutional layers and three fully connected layers.
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Original RGB Image Optical Flow Image

N-1 Frame N Frame X-Direction Y-Direction X-Direction

Binary Descriptor Dense SIFT Flow Image

Y-Direction

(a) (b) (c)

Figure 1. Comparison between optical flow and binary descriptor dense SIFT flow: (a) Serial original
RGB images, (b) x- and y -direction optical flow images, and (c) x- and y-direction binary descriptor
dense SIFT flow images.

3. Position-Information Feature Added Two-Stream CNN with Pedestrian Detector
and Tracker

The proposed algorithm, the position-information feature added two-stream CNN
with detection and tracking, is introduced in this section. The system flow configuration
is presented in Figure 2. The inputs are consist of first frame for detector and N frames
for tracker. Total N + 1 frames of video extract the dense SIFT flow image and position-
information image. Then RGB, dense SIFT flow and position-information image are learned
by position-information feature added two-stream CNN as an input. When pedestrian
changes the behavior in the medium term, the input frames are chasing new behavior well
before N frames, because the pedestrian must change the behavior with preparation action
in a few frame. If the N is large, the proposed method cannot chase the new action when
the pedestrian changes the action in the medium term. Additionally, if the N is small, the
performance of pedestrian behavior detection would be low. To maximize the performance
and the robustness to changes, the value of N is chosen as 10.

t = 0
Yolo V3
Detector

Siamese FC
Trackert = 1

Siamese FC
Trackert = 2

Siamese FC
Trackert = N-1

t = N
Siamese FC

Tracker

Binary Descriptor
Dense SIFR Flow

…
 

… …

…
 

…

2N

…
 

…

N

Binary Descriptor
Dense SIFR Flow

Binary Descriptor
Dense SIFR Flow

Two Stream CNN

Position Information
Added Stream

Score

Dense SIF Flow Image
X-DirectionY-Direction

Score Map
(Position Information)

Target Image

…

Figure 2. Position-information feature added two-stream CNN structure in a time sequence.

In the first section, the pedestrian-action dataset was applied to binary descriptor
dense SIFT flow-based two-stream CNN to improve the performance of action-attribute
recognition. As pedestrian actions comprise a set of motions over time, there is a limit to
recognizing pedestrian actions with a simple current motion scene. The two-stream CNN
is an algorithm that analyzes a set of flow images that indicate how pedestrian motion
changes according to the time sequence [22]. In this paper, instead of optical flow, which is a
flow image used in the conventional two-stream CNN, a binary descriptor dense SIFT flow,
which is robust in complex motion and light changes, is used [25]. In the second section, the
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position-information feature added two-stream CNN, which improved the conventional
two-stream CNN, is used to increase the performance of cross-attribute recognition.

The cross attributes of a pedestrian are independent of the action attributes, such
as the movement speed of the pedestrian, but are dependent on where the pedestrian
is located [35]. Thus, the position-information feature of the pedestrian is expressed as
a position-information feature image, and the position-information stream is fused with
the conventional two-stream CNN. In the last section, we used the detector and tracker
algorithm without the ground-truth boundary box to check whether the proposed algorithm
applies to a moving vehicle in an actual outdoor environment. As most existing pedestrian
behavior recognition studies operate algorithms based on ground-truth boundary boxes,
there are limitations to their application in real-world vehicle environments.

3.1. Dense SIFT Flow-Based Two-Stream CNN for Action-Attribute Recognition

The two-stream CNN using a flow image with change features in pedestrian mo-
tion over time is applied to recognize the action attributes of a pedestrian. The network
model structure of pedestrian-action recognition is the same as Figure 3 and different
from human-action recognition in that the input is changed from a human-action dataset
to a pedestrian-action dataset [25]. Similar to the human-action dataset, the pedestrian-
action dataset also employs binary descriptor dense SIFT flow images using RGB images
for N frames. Because the characteristics of the two datasets are similar, the two-stream
CNN exhibits good performance in recognizing pedestrian action. However, the two-
stream CNN has weak performance in cross-attribute recognition. Flow images extract
pedestrian behavior features, whereas the two-stream CNN does not extract pedestrian
cross-attribute features. Therefore, even if the pedestrian behavior is the same as walking
action, the additional stream of extracting position features should be added to compare
with whether the pedestrian is on the road or the sidewalks. Thus, this paper proposes
the position-information feature-image added two-stream CNN, which has an additional
stream compared to the conventional two-stream CNN.

Score
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Image Stack
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Figure 3. Binary descriptor dense SIFT flow-based two-stream CNN.

3.2. Position-Information Feature-Image Added Two-Stream CNN for Cross-Attribute Recognition

Whether pedestrians cross at road is independent of their behavior and depends
on their position [35]. For example, if a walking pedestrian is located in the center of
the image, the pedestrian is considered to be crossing the road because the pedestrian is
walking on the crossroad. If the pedestrian is located on the horizon edge of the image, the
pedestrian is not considered to be crossing the road because the pedestrian is walking on
the sidewalk. Therefore, information on where the pedestrian is located in the image is
required to recognize the cross attribute. This paper defines this information on pedestrian
crossing as a position-information feature image. The position-information feature image is
generated using a two-dimensional Gaussian filter applied to the area where the pedestrian
is located in the RGB image, as illustrated in Figure 4.
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1080

1920

17

17
127

127

Figure 4. Position-information feature image representing the pedestrian position in the RGB image.

The improved network model of the conventional two-stream CNN is presented in
Figure 5. A short stream called a position stream is added to apply the position-information
feature image to the conventional two-stream CNN that does not degrade the performance
of action-attribute recognition and increases the performance of cross-attribute recognition.
As the input image of the network model, one RGB image enters the spatial stream, and
N frames in the x- and y-direction of binary descriptor dense SIFT flow images enter the
temporal stream similar to the conventional two-stream CNN. Then, the N frames of the
position-information feature images also enter the position stream. The first convolutional
layer is the same as the fifth convolutional layer of the other stream, and three fully
connected layers are the same as the other fully connected layers to avoid increasing the
number of parameters as much as possible.
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Figure 5. Position-information feature-image added two-stream CNN structure.

3.3. Fusion with a Detector and Tracker without a Ground-Truth Boundary Box

Recently, research on pedestrian-action recognition has trained the model by cropping
the pedestrian image based on the ground-truth boundary box. However, the network
model trained using the ground-truth boundary box has limitations in applying it to a
vehicle driving in an actual outdoor environment. Research on the network model trained
by cropping the image of the pedestrian through a detection algorithm without using the
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ground-truth boundary box has been studied recently to verify the performance of the
recognition algorithm even in an actual driving vehicle [31].

In this paper, YOLO v3 [36] was selected to confirm that the performance of the
proposed algorithm is guaranteed when applied to a moving vehicle in a real-world
environment. A pedestrian action is a set of motions over time; thus, the detection algorithm
should be continuously executed for the serial time of N frames. However, because the
time and memory cost are inefficient when detection is performed per frame, detection is
used only in the first frame, and the tracking algorithm is applied to the other frames [37].

In this case, the Siamese fully convolutional tracker [38] was selected because the
Siamese tracker has a score map representing the target position in the image that can
be used as the position-information feature image, as depicted in Figure 6. The position-
information feature image generated with the Siamese tracker is used as input to the
position-information feature added binary descriptor dense SIFT flow two-stream CNN, as
presented in Figure 7.

1920 x 1080 x 3

127 x 127 x 3

Siamese  FC   Tracker

φ

φ

×

6 x 6 x 128

22 x 22 x 128

17 x 17 x 1

Figure 6. Position-information feature image obtained using a score map of the Siamese tracker
output.
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Figure 7. Position-information feature-image added two-stream CNN structure with a Siamese
tracker score map.
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JAAD and PIE Datasets

Datasets: Many datasets classify human behavior, but few datasets classify pedestrian
behavior [15]. Although there are few datasets, the representative datasets of pedestrian
behavior are listed in Table 1. The dataset with the greatest number of frames is the STIP
dataset [39], but this dataset only has cross attributes and no action attributes. Therefore,
the STIP dataset is inappropriate for evaluating the proposed method. The JAAD [40]
dataset is currently the most widely used in pedestrian behavior recognition research and
consists of five attributes. Each attribute is composed as follows: action attributes (walking
and standing), cross attributes (crossing and not crossing), look attributes (looking and not
looking), hand-gesture attributes (greet, yield, and right of way), and reaction attributes
(clear path, speed up, and slow down). The numbers of training and testing samples
expected from the JAAD dataset are provided in Table 2, where a sample is selected when
the same attribute appears for 10 frames in a series.

As presented in Table 2, the look, hand-gesture, and reaction attributes are too biased
toward one label. Therefore, only action and cross attributes are used for pedestrian
behavior recognition. However, because the number of JAAD samples is few for training
the proposed method, PIE [41], created in JAAD creator, was also used. Unlike the JAAD
dataset, because PIE has no distinction between the training and testing datasets, the entire
PIE dataset was used as the training dataset. Thus, the training dataset consists of the
JAAD and PIE datasets, whereas only the JAAD dataset was used for evaluation with other
research as the testing dataset. Finally, the dataset is listed in Table 3.

Multitask Learning: As presented in Table 3, the action and cross attributes were
selected for pedestrian behavior recognition. Recent research has focused on single-task
learning, which recognizes only action attributes [26] or only cross attributes [39,42–44]. In
this paper, multitask learning was used to train two attributes simultaneously. All cases
that can be composed of two attributes is defined as a class. Each attribute consists of
two classes; thus, the entire class consists of four and is as follows: walking and crossing,
walking and not crossing, standing and crossing, standing and not crossing. Afterward,
multitask learning was implemented by dividing the four class outputs during evaluation.
After arranging the dataset, the standing and crossing classes were unavailable because
there are no people who is standing while crossing the road; therefore, only three classes
were used to train the model.

Table 1. Datasets of pedestrian-action recognition.

Dataset Action Cross Look Hand Gesture Reaction No. of Frames

JAAD [40] O O O O O 82,032

PIE [41] O O O O X 909,480

STIP [39] X O X X X 1,108,176

Table 2. Data sample per class in the JAAD dataset about 5 attributes.

Classes Training Dataset
(No. of Samples)

Testing Dataset
(No. of Samples)

Action
Standing 529 339

Walking 1211 1071

Cross

Not crossing 988 794

Crossing 752 616

Irrelevant 0 0
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Table 2. Cont.

Classes Training Dataset
(No. of Samples)

Testing Dataset
(No. of Samples)

Hand gesture

Undefined 1729 1405

Greet 0 0

Yield 0 0

Right of way 0 0

Other 11 5

Reaction

undefined 1655 1321

Clear path 24 29

Speed up 33 33

Slow down 28 27

Look
Not looking 1460 1176

Looking 280 234

Table 3. Data sample per class in the JAAD dataset and PIE dataset about action and cross attirubtes.

Action Cross

Walking Standing Crossing Not Crossing

Training Dataset
JAAD 529 1211 988 752

JAAD and PIE 30,255 27,317 12,490 45,082

Testing Dataset JAAD 3796 561 2541 1816

4. Experimental Evaluations for Action Recognition
4.1. Experiment Environment
Implementation Detail

Pretraining: Before learning pedestrian actions using the JAAD and PIE datasets,
pretraining was performed to recognize human actions using the UCF-101 dataset [45]. The
spatial and temporal streams of the two-stream CNN were trained 40k times with UCF-101,
and then the JAAD and PIE datasets were trained with fine-tuning.

Fine-tuning: Pretrained parameters were used for each of the spatial and temporal
streams, and fine-tuning was performed with the JAAD and PIE datasets by adding the
position stream to train the position-information feature added two-stream CNN. The
momentum optimizer with a learning rate of 0.0001 and 0.9 momentum was used. For the
input image, the 256 by 256 image was reduced to 224 by 224 using random cropping and
flipping, and the input was received in a batch size of 128. Afterward, the network model
learned through 50K iterations.

Learning Environment: The deep learning platform of the proposed method was
Tensorflow. The graphics processing unit (GPU) was NVIDIA V100.

4.2. Ablation Analysis of Pedestrian-Action Recognition
4.2.1. Evaluation of the Binary Descriptor Dense SIFT Flow-Based Two-Stream CNN

Tables 4 and 5 compare using only the JAAD dataset and using both the JAAD and PIE
datasets. The deep learning model used in this evaluation is the conventional two-stream
CNN with binary descriptor dense SIFT flow, not the optical flow. First, as indicated in
Table 4, due to the inequality of the number of samples in the JAAD dataset between the
walking and standing classes, the accuracy of the standing class using only the JAAD
dataset is low. Moreover, due to the fusion of the JAAD and PIE datasets, the imbalance in
quantity between the walking and standing classes becomes more balanced; thus, it has
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higher performance than using only the JAAD dataset. Second, as listed in Table 5, the
overall accuracy of cross-attribute recognition improved.

Table 4. Test accuracy of pedestrian-action recognition using the conventional dense SIFT flow
two-stream CNN.

Walking Accuracy Standing Accuracy Average Accuracy

JAAD 92.44% 52.80% 82.91%

JAAD and PIE 91.01% 72.38% 88.70%

Table 5. Test accuracy of pedestrian cross-attribute recognition using the conventional dense SIFT
flow two-stream CNN.

Crossing Accuracy Not Crossing Accuracy Average Accuracy

JAAD 80.64% 60.68% 71.16%

JAAD and PIE 86.12% 65.64% 76.44%

Table 6 compares the accuracy of the position-information feature-image added two-
stream CNN with the detector and tracker between the binary descriptor dense SIFT flow
and optical flow. Because action-attribute recognition is affected by the quality of the flow
image, there is a difference in the performance of action-attribute recognition. As depicted
in Figure 1, the binary descriptor dense SIFT flow image, which is a feature-based matching
algorithm, has a clearer distinction between the background and target than the optical flow,
which assumes brightness constancy and piecewise smoothness. In contrast, cross-attribute
recognition, which is affected by the position-information feature, has little difference in
performance between the optical flow image and binary descriptor dense SIFT flow image.

Table 6. Test accuracy of the position-information feature-image added two-stream CNN with the
detector and tracker between the optical flow and binary descriptor dense SIFT flow.

Action Cross

Walking Standing Average Cross Not Cross Average

Optical Flow 86.90% 61.59% 84.68% 75.73% 63.22% 71.69%

Binary Descriptor
Dense SIFT Flow 91.01% 72.38% 88.70% 86.12% 65.64% 76.44%

4.2.2. Evaluation of the Position-Information Feature-Image Added Two-Stream CNN

Table 7 compares the accuracy of the binary descriptor dense SIFT flow-based two-
stream CNN with and without the position-information feature-image added stream. From
the experimental results, the position-information feature-image added stream is adopted to
improve the performance of cross-attribute recognition while maintaining the performance
of action-attribute recognition.

Table 7. Comparison before and after adding the position-information feature-image stream.

Action Attribute Cross Attribute

Walking Standing Average Cross Not Cross Average

Two-Stream CNN 91.01% 72.38% 88.70% 86.12% 65.64% 76.44%

Two-Stream CNN
with Position stream 91.49% 72.35% 88.75% 86.43% 71.04% 79.13%
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4.2.3. Evaluation of Fusion with a Detector and Tracking without the Ground-Truth
Boundary Box

Table 8 compares the accuracy between using the ground-truth boundary box and
detection and tracking algorithms without ground-truth boundary box. The proposed
method trained using the ground-truth boundary box shows high accuracy for the action
and cross attributes. In contrast, the proposed method using the detection and tracking
algorithm without the ground-truth boundary box has inaccurate position-information
features of the sample image. Therefore, there is no significant difference in accuracy for
the action attributes, which are independent of the position-information feature. However,
the cross attributes, which are dependent on the position-information feature, reveal a
significant difference in accuracy which is lower in using detecting and tracking algorithm.
Although the cross-attribute accuracy of the proposed method using the detection and
tracking algorithms is lower than that with the ground-truth boundary box, the accuracy is
guaranteed to be over 70%. The output image of the position-information added two-stream
CNN is illustrated in Figure 8.

Table 8. Comparison of the model with and without the ground-truth boundary box.

Action Attribute Cross Attribute

Walking Standing Average Cross Not Cross Average

Proposed Method
with Ground-Truth

Boundary Box
91.49% 72.35% 88.75% 86.43% 71.04% 79.13%

Proposed Method
with Detecting and

Tracking alogorithm
90.87% 72.23% 88.47% 74.50% 70.63% 72.90%

Figure 8. Image result of the position-information added two-stream CNN with the YOLO v3 detector
and the Siamese fully convolutional tracker.

4.3. Comparison of the Experimental Results with State-of-the-Art Methods of Multitask Learning

Table 9 reveals the results of the comparison with other multitask learning research
based on the testing dataset provided by the JAAD dataset. To the best of our knowledge,
only one researcher [31] has explored multiattribute learning with detection, so we could
only compare the model with Mordan’s method. Mordan’s method uses detection to
determine the application results in a real-world environment without using the ground-
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truth boundary box. However, because actions are a sequence of motions over time,
there is a limitation to recognizing an action attribute through one frame. Moreover ,
Park’s method [25] demonstrates high performance in action-attribute recognition because
of the binary descriptor dense SIFT flow image accumulated along the time axis. The
proposed method, the position-information feature-image added two-stream CNN, has
higher performance than Park’s method for cross-attribute recognition because of the
position-stream network. Finally, the fusion of the position-information feature-image
added two-stream CNN, YOLO v3 detector [36], and the Siamese tracker [38] demonstrates
lower performance than before their merger. In particular, the model reveals substantial
performance degradation for cross-attribute recognition because cross attributes are affected
by the exact position of the position-information feature image. However, the proposed
method still performs much better than Mordan’s method.

Table 9. Comparison of state-of-the-art in multitask learning algorithm with the JAAD testing dataset.

Method Ground-Truth Boundary Box Action Cross

Mordan [31] X 29.90% 60.20%

Two-stream CNN (Park [25]) O 88.70% 76.44%

Proposed Method O 88.75% 79.13%

Proposed Method
with Detecting and Tracking alogorithm X 88.47% 72.90%

4.4. Comparison of the Experimental Results with State-of-the-Art Methods for
Single-Task Learning

Table 10 compares the results with other action-attribute recognition methods using
single-task learning research based on the testing dataset (the JAAD dataset). To the best of
our knowledge, only one study [26] has addressed action-attribute recognition with single-
task learning. Because Park’s method [25] is optimized for action-attribute recognition,
it has higher performance on action-attribute recognition than Marginean’s method [26],
which is a single-frame recognition model. Even when the detector and tracker are added
to the proposed algorithm, the model performs better than the state-of-the-art algorithm
using the ground-truth boundary box.

Table 10. Comparison of pedestrian-action recognition for state-of-the-art in single-task learning
algorithm with the JAAD testing dataset.

Name Ground-Truth Boundary Box Action Accuracy

Marginean [26] O 79.73%

Two-Stream CNN (Park [25]) O 88.70%

Proposed Method O 88.75%

Proposed Method
with Detecting and Tracking alogorithm X 88.47%

Table 11 presents the comparison with other cross-attribute recognition methods with
single-task learning research based on the testing dataset (the JAAD dataset). Contrary
to the recent papers introduced above, several studies on cross-attribute recognition have
been conducted. Because cross attributes depend on the pedestrian position, most single-
task learning and ground-truth boundary box–based research results have an accuracy of
around 80%. Because the proposed algorithm focuses on pedestrian-action recognition,
cross-attribute recognition is lower than for other research. However, the proposed method
based on the detector and tracker exhibits a relatively high performance of 72.90%.
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Table 11. Comparison of pedestrian cross-attribute recognition for state-of-the-art in single-task
learning algorithm with the JAAD testing dataset.

Name Ground-Truth Boundary Box Cross Accuracy

Pop [42] O 61.31%

Liu [39] O 79.28%

Marginean [26] O 81.00%

Wang [27] O 81.23%

Chaabane [43] O 86.70%

Fang [28] O 88.00%

Singh [46] O 84.89%

Two-Stream CNN (Park [25]) O 76.44%

Proposed Method O 79.13%

Proposed Method
with Detecting and Tracking alogorithm X 72.90%

5. Conclusions

In this paper, we introduced the position-information feature-image added two-stream
CNN for pedestrian behavior recognition with multitask learning and a detection and
tracking algorithm. In multitask learning, to increase the performance of action-attribute
recognition, the two-stream CNN is used based on the binary descriptor dense SIFT flow,
not the optical flow. Then, to increase the performance of cross-attribute recognition, the
position-information feature image generated by a Siamese tracker is added to the two-
stream CNN. By increasing the action and cross attributes, the proposed method has higher
performance than state-of-the-art methods on the JAAD dataset. Moreover, the proposed
method guarantees the high accuracy of pedestrian-action recognition in vehicle-moving
urban environments by using the YOLO detection and Siamese tracker instead of the
ground-truth boundary box. Thus, the proposed algorithm can be adopted for various
applications in autonomous vehicles.

In recent years, autonomous driving vehicles have begun to appear, and many studies
have been conducted on pedestrian safety. Predicting pedestrian behavior has become an
issue in saving pedestrian lives, but there is a problem because pedestrian behavior cannot
be predicted with a dynamic model. It is necessary to understand and recognize the current
pedestrian behaviors to predict future pedestrian behavior. In this paper, we show that the
performance of pedestrian behavior recognition should be high with various attributes.
Until now, the proposed method has limitation in that it can only recognize the walking
and crossing road attributes not crossing intersection. Image can distinguish the pedestrian
who crosses the road horizontally but does not cross the road vertically. Therefore, there
is still room for improvement of recognizing the intersection crossing. It is necessary to
study the vertical crossing attribute, then we have studied 3D detection by using point
cloud which would be fused with proposed networks. The proposed method can facilitate
saving pedestrians by adopting the advanced driver assistance system (ADAS)application.
In addition, the proposed method can be adopted not only autonomous vehicle but also
vehicle-to-infrastructure (V2I). For example, traffic sign pole alert warns the pedestrian
who acts the strange behavior or sends the information of pedestrian behavior to the
autonomous vehicle. This future technology can be applied at the urban planning policy
or street design. We hope this research promotes further research on pedestrian behavior
recognition for safety.
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