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Abstract: The incidence of myocardial infarction (MI) is growing year on year around the world. It is
considered increasingly necessary to detect the risks early, respond through preventive medicines
and, only in the most severe cases, control the disease with more effective therapies. The aim of the
project was to develop a relatively simple artificial-intelligence tool to assess the likelihood of a heart
infarction for preventive medicine purposes. We used binary classification to determine from a wide
variety of patient characteristics the likelihood of heart disease and, from a computational point of
view, determine what the minimum set of characteristics permits. Factors with the highest positive
influence were: cp, restecg and slope, whilst factors with the highest negative influence were sex,
exang, oldpeak, ca, and thal. The novelty of the described system lies in the development of the
AI for predictive analysis of cardiovascular function, and its future use in a specific patient is the
beginning of a new phase in this field of research with a great opportunity to improve pre-clinical
care and diagnosis, and accuracy of prediction in preventive medicine.

Keywords: machine learning; classification; model; cardiac diseases; cardiac infarction; risk factors;
preventive analysis

1. Introduction

Machine learning (ML) is an umbrella term for a wide range of methods and tech-
niques by which artificial intelligence learns to perform tasks from data [1]. The diagnostic
methods used so far remain subjective and their accuracy depends on the clinical skills of
the medical specialists. ML can be useful as a preliminary triage tool to exclude certain
conditions [1]. Despite a halt in the increase in the number of cases, cardiovascular diseases
still constitute one of the ten leading causes of death worldwide [2]. This is especially
true for the incidence of myocardial infarction (MI) which is increasing each year world-
wide. The focus on cardiovascular research reflects the high prevalence of the disease
and the mortality associated with them, including the urgent need for prevention, early
risk detection, response through preventive medicine and, in the most severe cases, their
control through more effective therapies [3,4]. Managing asymptomatic patients with late
myocardial infarction remains challenging and those with late onset disease are associated
with higher complication rates, particularly in haemodynamically unstable patients. The
incidence of late myocardial infarction is regarded as high: ranging from 8.5% to 40%.
Surgical intervention remains the standard treatment for mechanical complications [3,4].

More accurate diagnostic and prognostic biomarkers are an ongoing focus of MI
research. They make it possible to monitor the treatment of this group of patients more
effectively, but also to predict their condition. The main biomarkers are:

• derived from damaged heart muscle tissues, including cardiac troponin.
• released from tissues after myocardial infarction as a result of systemic reactions.
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• existing in the blood circulation before the MI event [4].

Despite many studies, we do not fully know how to predict MIs. Endogenous circadian
rhythms are known to optimize cardiovascular performance, compliance with predicted
behavioural and environmental cycles (including changes in daytime activity), and recovery
during sleep, while also being responsible for the morning peak of cardiovascular events,
including i.a. strokes and myocardial infarctions [5–7].

1.1. Literature Review

A review of the scientific literature revealed 225 publications with the keywords
‘myocardial infarction’ and ‘artificial intelligence’ between 1986 and 2021. The number
of publications on the subject is growing rapidly: 176 were published in the last 10 years
(78.22 per cent), and 156 in the last five years (69.33 per cent). Thirty (13.33 per cent) of these
were reviews, but only two were meta-analyses. There is therefore a lack of cross-sectional
papers that allow far-reaching prognostic conclusions to be drawn that are also relevant to
individual, specific cases. Advances in hardware and software have led to changes in the
diagnosis of myocardial ischemia, particularly in the areas of:

• rapid assessment of cardiac function.
• the ability to detect small changes in the myocardium.
• the combination of anatomical and functional assessments of coronary artery stenosis

using a single method which was previously not possible in a non-invasive manner.

1.2. Aim of the Study

The project aimed to develop a relatively simple artificial-intelligence tool to assess
the likelihood of a heart infarction for preventive medicine purposes.

Justification for the study lies in the need to address the identified research gaps in
scientific, clinical, economic and social. Supporting research with AI accelerates this process.
The current research gaps lie in the fact that inference, prediction and decision support
systems mainly apply to sick people, whereas in the case of the system described here, it is
designed for both healthy people, people in cardiovascular risk groups, and in early stages
of the disease. It makes it possible not only to detect as early as possible the risk of the
disease itself, rather than its occurrence, but also mitigates this risk by changing modifiable
factors, such as diet, lifestyle, and not necessarily medication. This fundamentally changes
the focus of the healthcare system from treatment to prevention, which is faster, cheaper
and more effective. The novelty of the described system lies in the novel combination
of methods and techniques into an intelligent and predictive system that includes both
healthy and sick people, is amenable to personalization, prevents disease, and is amenable
to scaling and extension to other conditions.

1.3. Main Contributions

The new paradigm of cardiac assessment shifts the focus towards non-invasive
imaging, telerehabilitation and preventive medicine, especially when supported by AI
(Figures 1 and 2) [8]. The project aimed to develop a relatively simple artificial-intelligence
tool to assess the likelihood of a heart infarction. We used binary classification to determine
from a wide variety of patient characteristics the likelihood of heart disease and, from a
computational point of view, determine what the minimum set of characteristics permits.

The SWOT (strengths, weaknesses, occupations, and threats) analysis showed the
importance of the possible strengths of the proposed system (Figure 2). Weaknesses and
threats are similar in all eHealth systems and should be addressed before and during the
introduction of an innovative digital healthcare system. These can include the need for
better computerization, automation and robotization of diagnosis, treatment, rehabilitation
and care. This paradigm, similar to Industry 4.0, is often referred to as Clinic 4.0 [9] or
Health 4.0 [10]. The concept of preventive medicine itself is not new. A critical review of
six key bibliometric databases returned as many as 102,302 publications with the keyword
‘preventive medicine’ and related words published between 1857 and 2022. However,
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78,265 (75.50%) were published in the last 10 years and 49,892 (48.77%) in the last five years.
Only 267 publications (0.26%) from 2012–2022 were found on the topic of AI applications in
preventive medicine. This demonstrates not only the novelty of the topic of AI application
in preventive medicine, but also the need for engineers and interdisciplinary teams to step
up their efforts so that innovative technical solutions can sufficiently support this rapidly
growing branch of medical care.
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2. Materials and Methods
2.1. Material

We used datasets from the open database Kaggle (https://www.kaggle.com/ronitf/
heart-disease-uci/, accessed on 1 June 2022). The database contains data on 14 parameters
collected from 303 patients studied at 4 European research centres. The characteristics we
used to predict MI (or lack thereof) were: are age, sex, chest pain type (cp), resting blood
pressure (trestbps), serum cholestoral (chol), fasting blood sugar (fbs), resting electrocar-
diographic results (restecg), maximum heart rate (thalach), presence of exercise-induced

https://www.kaggle.com/ronitf/heart-disease-uci/
https://www.kaggle.com/ronitf/heart-disease-uci/
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angina (exang), ST depression (oldpeak), slope of the ST peak, number of major coloured
vessels (ca), and thalium stress results (thal). The characteristics used to predict our target
variable (heart disease or no heart disease) are shown in Table 1.

Table 1. Features of the study group.

No. Feature Name Description

1. age Age in years

2. sex 1 = male
0 = female

3. cp

Chest pain type:

• 0: Typical angina: chest pain related decrease blood supply to the
heart

• 1: atypical angina: chest pain not related to heart
• 2: non-anginal pain: typically, oesophageal

spasms (non-heart related)
• 3: Asymptomatic: chest pain not showing signs of disease

4. trestbps
Resting blood pressure (in mm Hg on admission to the hospital)

• anything above 130–140 is typically cause for concern

5. chol
Serum cholesterol in mg/dl

• serum = LDL + HDL + 0.2 * triglycerides
• above 200 is cause for concern

6. fbs
Fasting blood sugar > 120 mg/dl (1 = true; 0 = false)

• ‘>126’ mg/dL signals diabetes

7. restecg

Resting electrocardiographic results

• 0: Nothing to note
• 1: ST-T Wave abnormality–can range from mild symptoms to

severe problems–signals non-normal heartbeat
• 2: Possible or definite left ventricular hypertrophy–Enlarged

heart’s main pumping chamber

8. thalach Maximum heart rate achieved

9. exang Exercise induced angina (1 = yes; 0 = no)

10. oldpeak
ST depression induced by exercise relative to rest

• looks at stress of heart during exercise
• unhealthy heart will stress more

11. slope

The slope of the peak exercise ST segment

• 0: Upsloping: better heart rate with exercise (uncommon)
• 1: Flat sloping: minimal change (typical healthy heart)
• 2: Down sloping: signs of unhealthy heart

12. ca

Number of major vessels (0–3) coloured in fluoroscopy

• coloured vessel means the doctor can see the blood
passing through

• the more blood movement the better (no clots)

13. thal

Thallium stress result

• 1, 3: normal
• 6: fixed defect: used to be defect but ok now
• 7: reversable defect: no proper blood movement when exercising

14. target Have disease or not (1 = yes, 0 = no) (= the predicted attribute)
* in feature no. 4 means multiplication sign

Age distribution of patients shown in Figure 3.
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Analysis showed a normal distribution but skewing to the right. This was checked
using the Shapiro-Wilk test.

2.2. Methods

The results of the study, calculations and models were recorded in .xlsx, and .csv formats
(Microsoft Corp., Redmond, WA, USA). Statistical analysis was provided using Statistica 13
software (StatSoft Europe, Tulsa, OK, USA). The normality of the distribution of the surveyed
and calculated data was checked each time using the Shapiro-Wilk test (p-value set at 0.05).
The aforementioned value is assimilated at this level in biomedical publications, making the
results in this work comparable with others published in the same area.

The libraries used in the project:

• Pandas: version 1.2.4 (https://pandas.pydata.org, accessed on 1 June 2022), New BSD
License [11].

• NumPy: 1.20.3 (https://numpy.org, accessed on 1 June 2022), BSD license [12].
• Matplotlib: version 3.4.2 (https://matplotlib.org, accessed on 1 June 2022), Matplotlib

license [13].
• Scikit-Learn: version 0.24.2, New BSD License, containing tools for predictive data

analysis [14].

2.3. Computational Models

General computational problems were formulated in this way: “Given clinical pa-
rameters about a patient, can we predict whether or not they have heart disease?”. In the
project we used 80% of the data for learning and the remaining 20% for testing.

In the project we compared results of the following algorithms: logistic regression,
K-nearest neighbours (KNN), random forest Classifiers, linear support vector classification
(LinearSVC). receiver operating characteristic (ROC) curve and confusion matrix.

2.3.1. Logistic Regression

Logistic regression is a mathematical model used to estimate the probability of an
event occurring, working with binary data. If an event y occurs, y is given a value of 1,
and if an event does not occur, y is given a value of 0. To calculate the probability, logistic
regression uses the concept of the odds ratio, defined as the ratio of the chances of an event
occurring to its non-occurrence:

Odds =
P
(

y = 1
x

)
1 − P

(
y = 1

x

) (1)

https://pandas.pydata.org
https://numpy.org
https://matplotlib.org
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Regarding to the Scikit-Learn documentation for logistic regression, there is a number
of different hyperparameters which can be tuned.

2.3.2. K-Nearest Neighbours

The K-nearest neighbours (KNN) method is an ML method extended to big data
mining. It uses large amounts of training data, and each such data point is characterised
by a set of variables and plotted in a multidimensional space. For a new data point, the
k nearest neighbours (most similar to it) must be found. By default, k = 5. The KNN, for
those k points in the training data that are closest to the test value, calculates the distance
between all these categories. The test value belongs to the category for which this distance
is smallest.

2.3.3. Random Forest Classifiers

Random forest classifiers are simple to implement, fast to run and effective for many
tasks. The key principle is to build multiple simple decision trees during learning and
a major choice between them during classification. This has the effect of correcting for
over-fitting of the training data, which is undesirable. During the training phase, a random
sample with a replacement is repeatedly selected from the training set and the trees are
matched to these samples. Each tree is grown without pruning and the number of trees in
the ensemble is a selection parameter.

Regarding the Scikit-Learn documentation for random forest classifiers, there is a
number of different hyperparameters which can be tuned.

2.3.4. Linear SVC

The linear SVC performs the best possible segregation of a given dataset by selecting
the hyperplane with the largest possible margin (distance between each of the nearest
points) between the support vectors in the dataset. SVC searches for this hyperplane in the
following steps:

• generates hyperplanes that best segregate the classes.
• selects the hyperplane with the maximum segregation from both nearest data points.

2.3.5. Receiver Operating Characteristic (ROC) Curve

The ROC is a plot of the rate of true positives against the rate of false positives. In the
study described:

• a false positive test occurs when a person has a positive result but does not actually
have the disease.

• a false negative test occurs when a person has a negative result, suggesting that they
are healthy, when in fact they have a disease.

2.3.6. Confusion Matrix

A confusion matrix compares predicted values with true values. It is a visual way
of showing where the model has made the right predictions and where it has made the
wrong ones.

2.3.7. Classification Report

In the classification report we report both the true labels and those predicted by the
model, it will also provide information on the accuracy and recall of our model for each
class. The following metrics are used at the same time:

• precision or positive predictive value (PPV): the ratio of true positives in relation to
the total number of samples.

• recall or true positive rate (TPR): the ratio of true positives to the total number of true
positives and false negatives.

• F1 score: combination of precision and recall.
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• Accuracy.

3. Results

The results are presented below according to the methodology outlined in Section 2.3.
The main results are shown in Figures 4–6. Our results show the risk of MI was higher in
men (Figure 4).
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The results show that the younger someone is, the higher their maximum heart rate
(Figures 5 and 6).

It seems even some medical professionals are confused by the term atypical angina—
it’s not related to the heart.

We compared all the independent variables: this gave an idea of which independent
variables influenced our target variable. We developed a correlation matrix using the
Pearson correlation coefficient, comparing two interval variables (Figure 7).
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We observed a moderate positive correlations between “cp” and “target” (0.43), and
“thalach” and “target” (0.42) as well as moderate negative correlations between “slope”
and “oldpeak” (−0.58), “exang” and “target” (−0.44), and “oldpeak” and “target” (−0.43).

3.1. Modelling Results

To tune the logistic regression model we used the GridSerachCV method. This method
tests every single possible combination of hyperparameters and saves the best. During the
experiment, we only tuned 2 hyperparameters: “C” and “solver”.

The tuning process returned the following values:
{‘C’: 0.23357214690901212, ‘solver’: ‘liblinear’}
The evaluation of the model, with those parameters, was 0.8852459016393442.
To tune the KNN method, we tried different values of n_neighbours. The train scores

exhibited the following values:
1.0,
0.8099173553719008,
0.7727272727272727,
0.743801652892562,
0.7603305785123967,
0.7520661157024794,
0.743801652892562,
0.7231404958677686,
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0.71900826446281,
0.6942148760330579,
0.7272727272727273,
0.6983471074380165,
0.6900826446280992,
0.6942148760330579,
0.6859504132231405,
0.6735537190082644,
0.6859504132231405,
0.6652892561983471,
0.6818181818181818,
0.6694214876033058.
The training accuracy score shows how the model fits and generalises to the training

data. If, after training, we obtain a model that fits the data well with a large variance then
this results in over-fitting and consequently a worse testing accuracy score. This is because
the model is skewed to fit the training data and generalises very poorly. The 75.41% score
we achieved is good and was sufficient for most predictive applications as it allowed us to
identify with high probability those individuals who should be subjected to further, more
accurate diagnostics without having to test all individuals. The strategies adopted here
can vary further, e.g., if the model is to be further optimised later then the testing accuracy
score should not be higher than the training accuracy score, as the model would be too
matched to the test dataset. Our approach at this stage focused on two factors: accuracy
and low computational cost. Hence looking at the graph, n_neighbours = 11 seemed best
(Figure 8). With higher values of n_neighbours the computational costs increased, but the
accuracy did not improve.
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To tune the random forest classifier model, we used RandomizedSearchCV method.
This method searches over a grid of hyperparameters performing n_iter combinations and
saves the best. During the experiment only 4 hyperparameters were tuned: “n_estimators”,
“max_deph”, “min_simples_split” and “min_simples_leaf”. RandomizedSearchCV tried
20 different combinations of hyperparameters from rf_grid and saved the best ones. The
evaluation of the model with these parameters was 0.8688524590163934. The evaluation of
the LinearSVC model was 0.8688524590163934. During the experiment we did not make
any tuning on this model. All these algorithms were supported by the Scikit-Learn library
for classification problems. We compared the results from the different models and logistic
regression performed best (Figure 9).
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The confusion matrix compares where the model, based on logistic regression, made
the right predictions and where it made wrong predictions (Figure 11).
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Using the logistic regression model we achieved the following classification report
(Table 2).
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Table 2. Classification Report.

Precision Recall F1-Score Support

accuracy 0.89 61

macro avg 0.89 0.88 0.88 61

weighted avg 0.89 0.89 0.89 61

The cross validation metrics for the classification report are shown in Figure 12.
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3.2. Feature Importance

For our problem, trying to predict heart disease using a patient’s medical charac-
teristics using the logistic regression algorithm we received the following values for the
feature importance:

age: 0.003699223396114675,
sex: −0.9042409779785583,
cp: 0.6747282348693419,
trestbps: −0.011613398123390507,
chol: −0.0017036431858934173,
fbs: 0.0478768694057663,
restecg: 0.33490207838133623,
thalach: 0.024729380915946855,
exang: −0.6312041363430085,
oldpeak: −0.5759099636629296,
slope: 0.47095166489539353,
ca: −0.6516534354909507,
thal: −0.6998421698316164.
The key features are shown in the Figure 13. Surprisingly, the influence of age and

cholesterol was negligible small.
The larger the value (bigger bar), the more the feature contributes to the model’s

decision. If the value is negative, it means there is a negative correlation. And vice versa
for positive values. For example, the sex attribute had a negative value of −0.904, which
meat as the value for sex increased, the target value decreased. Factors with the highest
positive influence were: cp, restecg and slope; whereas, the factors with the highest negative
influence were: sex, exang, oldpeak, ca, and thal.
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3.3. Predictive Medicine Application

We now know which factors have the greatest impact and can determine the possibility
of modifying them in a particular patient (in the case of modifiable factors). In the case of
non-modifiable factors, we know which patients fall into high-risk groups, and therefore
need to be monitored. This approach increases the efficiency of the care system and the
rational use of its resources, allowing us to focus on specific, selected cases.

Comparing the results of successive predictions with a specific patient’s results can
be repeated throughout the patient’s life, resulting in more accurate, personalized and
predictive results. The accumulation of more data will make it possible to take into account
other factors, even local ones (environmental pollution, etc.), that may affect people’s
quality of life. The aforementioned approach could be one of the systemic approaches to
combat the epidemic of cardiovascular diseases.

There is no doubt that the preventive medicine system needs to be technologically
and legally anchored in the healthcare system, above all in terms of the systematicity and
scope of the cyclical examinations of healthy and sick people and the automatic accessibility
of the data collected in the preventive medicine eHealth systems. It is noteworthy that
children as well as the elderly or athletes (as well as all working people) already benefit
from a system of periodic examinations.

The proposed artificial intelligent solutions will make better use of the aforemen-
tioned opportunities.

4. Discussion

Recent reviews of the application of machine learning to myocardial infarction have
attempted to answer at least some the following important issues:

• identification of knowledge gaps [15]
• methods for standardizing diagnostic imaging results through reference image ex-

change between observers and artificial intelligence thus enabling accurate measure-
ments [16].

• the use of ML to accelerate diagnostic and therapeutic procedures allowing an earlier
discharge of the patient from the ward or an early start of rehabilitation [1].

• the potential to use machine learning methods to create predictive models to improve
assessment, including multimarker-based methods in the assessment of complex,
multifactorial diseases [17,18].

• new approaches in cardiac anaesthesia [15].
• creation and clinical application of hybrid approaches [1].

The prevalence of cardiovascular diseases worldwide, especially in people over
65 years of age, will increase significantly with the ageing of the population, becoming a
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major socioeconomic problem from the increasing risk of heart attack and stroke, amputa-
tion and death. Counteraction is hampered by the fact that, despite its poor prognosis, the
above-mentioned group of patients is rarely identified in the early stages of the disease, let
alone treated by preventive medicine. This implies the need to search for reliable biomark-
ers which could contribute to targeted personalized diagnostics, prevention and treatment
at very early stages of the disease [17].

Machine learning (ML), increasingly being used to complement conventional statistical
modelling (CSM), is rarely compared in different prognosis studies. Therefore, further
research is needed that maintains clinical quality standards for prognosis studies [18].

Sixteen years ago, the European EPI-MEDICS project (2001–2004) showed an afford-
able mobile personal ECG monitor for the early detection of arrhythmia and cardiac
ischemia [19]. Despite quick development of these early devices, the number of AI-based
studies on MI still remains insufficient. Automation is important in reducing unnecessary
hospital admissions: less than 20% of patients screened during emergency hospital admis-
sions have an acute coronary syndrome (ACS) [20]. Advances in diagnostics have already
increased the efficiency of care pathways. In two-thirds of patients, acute myocardial
infarction can be ruled out on the basis of a sample taken after 1 h [20]. The Troponin-only
Manchester Acute Coronary Syndromes (T-MACS) model can be used for ACS prediction
using AI [20]. New medical devices enable earlier detection and can analyse large datasets
providing pre- and post-operative predictions [21].

ML and deep learning (DL) techniques can lead to more accurate CVD/stroke risk
stratification [22]. AI, mainly ANNs, can already extract features with high predictive
power from ECGs [23]. Several ECG parameters with prognostic value have already been
proposed [24]. Essential application areas for AI in cardiovascular imaging include: patient
triage, and clinical decision support [25]. AI can help support the identification of whether
destructive changes are developing in healthy myocardium after an ischemic event, which
could subsequently develop into fibrous scar tissue. AI can analyse phenomena occurring
in ischemic myocardium [26]. For arrhythmias unrelated to atrial fibrillation, therapy is
supported, but adequate accuracy and validation of the clinical pathways are required [27].
Artificial intelligence-based cIMT/PA segmentation methods have been developed to
monitor the risk of CVD/stroke [28].

Some works have proposed similar ideas but for other diseases: dementia classifi-
cation using MRI imaging and clinical data [29], and autism spectrum disorder [30]. An
important difference is that they looked at neurodegenerative (dementia) or congenital
(ASD) conditions, rather than the risk/prediction of the condition in healthy individuals.
In this respect, the work on dementia is closer to our conception, but uses a much more
complex study (i.e., MRI).

4.1. Limitations of Our Own Study

The processing delay that was observed does not affect the performance of the system
in its current development. This was due to the fact that the mobile devices in the system,
due to their limited technical capabilities and large number of parameters, were only able
to use the pre-learned neural network, while the learning of the network itself took place
on the system server or in the cloud (depending on the system configuration).

4.2. Directions for Further Research

The main objectives of further studies should aim to develop and test in clinical practice
the current concept of the prevention system and, in particular, remove the processing
delay to provide real-time processing. A larger number of subjects would allow for better
profiling of patients for their initial more accurate classification into the MI risk groups.

Directions for further research include the area of patient-specific preventive MI
medicine consisting of: follow-up visits (e.g., once per month), daily use of accessories
such as scales, smart bands, smartphones with appropriate software connected to a central
database and clinical AI system [27], use of modifiable risk factors to improve the patient’s
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health status and MI risk assessment, and inclusion of non-modifiable MI risk factors in
AI-based analysis.

Artificial intelligence-based cIMT/PA segmentation methods are being used prototyp-
ically to monitor CVD/stroke risk and can be extended to parameters recommended for
assessing atherosclerosis in carotid ultrasound [28].

AI techniques provide quicker and more accurate tools for hazard identification, com-
bining the features of extraction and classification which simplifies data analysis, and
improves accuracy and robustness. For the aforementioned reasons, AI-based compu-
tational diagnostic techniques show great potential in helping healthcare professionals,
families and caregivers of patients, and their application in everyday life benefits both
patients and at-risk individuals [31].

Opportunities to solve existing problems in medical imaging lie in the wider use
of automated data capture, collection and AI-based analysis to predict future patient
conditions. This data can be multi-modal, from a variety of sources, downloaded and
transmitted in a variety of forms and time intervals, and the synergistic effect allows for a
more complete picture in both healthy individuals and patients with various conditions.
However, it should be noted that the results from this system will only be a second opinion
for the doctor/diagnostician who will be making the specific diagnostic decision—a human
being will always be responsible for this.

Improved smart healthcare technology can be beneficial in the short term and will
transform healthcare delivery in the long-term too, both for COVID-19 and other diseases
(cardiovascular, etc.). Datasets and models sharing, preprint archiving, medical knowledge
and experience sharing, e-learning and continuing medical education, medical robotics will
grow in importance in the foreseeable future. This will bring an adaptation of personalized
prevention, diagnosis, treatment, rehabilitation, and care [32]. Currently, data-driven
approaches dominate over model-driven approaches [33–35], but it is hoped that hybrid
approaches may be dominant in future biomedical reasoning and prediction [36–38]. An
important method of development may be fuzzy-based models, useful for prediction
purposes [39,40]. Even the most complicated sources of the biosignals are possible to use
within the proposed system, such as neuroprostheses and brain-computer interfaces [41,42],
even for influence of stress assessment [43]. AI models for cardiovascular-related diseases
are gradually evolving into a form suitable for wearable and mobile devices [44]. Even
the associations between meteorological factors and air pollutants, as well as COVID-19
and the number of acute myocardial infarctions (AMI), should be taken into account when
analysing and predicting the data [45,46].

5. Conclusions

The key results obtained in this study show that the prediction of the probability of
heart disease is already possible based on a minimal set of characteristics. The parameters
cp, restecg and slope had the largest positive effect, while sex, exang, oldpeak, ca, and thal
had the largest negative effect. The novelty here is the use of AI for predictive analysis
of cardiovascular function and prediction of its future state in a particular patient. This
allows for improved pre-clinical care and diagnosis, and predictive accuracy, including
preventive medicine.

The current development of AI for predictive analysis of cardiovascular function and
prediction of its future state in a specific patient is only in the early stages of research, both
in IT and clinical trials. This offers great opportunities to improve the accuracy of diagnosis
and the effectiveness of therapy, including preventive medicine. The increased popularity
of this type of solution will translate into more data for analysis, inference, prediction and
learning, and thus greater efficiency and accuracy of the overall system. It will also allow
the refinement of the system’s algorithms and, in some cases, the development of new
algorithms that are better tailored to specific disease groups (e.g., diabetes or stroke risk
assessment) or populations.
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