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Abstract: The choice of structural parameters in the design of artificial neural networks is generally
based on trial-and-error procedures. They are regularly estimated based on the previous experience
of the researcher, investing large amounts of time and processing resources during network training,
which are usually limited and do not guarantee the optimal selection of parameters. This paper
presents a procedure for the optimization of the training dataset and the optimization of the structural
parameters of a neural network through the application of a robust neural network design methodol-
ogy based on the design philosophy proposed by Genichi Taguchi, applied to the solution of inverse
kinematics in an open source, six-degrees-of-freedom robotic manipulator. The results obtained
during the optimization process of the structural parameters of the network show an improvement in
the accuracy of the results, reaching a high prediction percentage and maintaining a margin of error
of less than 5%.

Keywords: backpropagation; optimization methods; inverse kinematics; robotics

1. Introduction

One of the main problems in the design of neural networks is the selection of the
structural parameters of the network and their corresponding values before performing the
training. In this work, the robust design artificial neural network (RDANN) methodology is
used. The main focus of this methodology is based on reducing the number of experiments
that can be carried out using the factorial fractional method, a statistical procedure based
on the robust design philosophy proposed by Genichi Taguchi. This technique allows one
to set the optimal settings on the control factors to make the process insensitive to noise
factors [1,2].

Currently, the selection of the structural parameters in the design of artificial neural
networks (ANNs) remains a complex task. The design of neural networks implies the
optimal selection of a set of structural parameters in order to obtain greater convergence
during the training process and high precision in the results. In [1], the feasibility of
this type of approach for the optimization of structural parameters in the design of a
backpropagation artificial neural network (BPANN) for the determination of operational
policies in a manufacturing system is demonstrated, where it is shown that the Taguchi
method allows designers to improve the performance in the learning speed of the network
and the precision in the obtained results.

Most designers select an architecture type and determine the various structural pa-
rameters of the chosen network. However, there are no clear rules on how to choose those
parameters in the selected network architecture, although these parameters determine the
success of the network training. The selection of the structural parameters of the network
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is generally carried out through the implementation of conventional procedures based
on trial and error, as shown in Figure 1, where a significant number of ANN models are
generally implemented in comparison with other unconventional procedures [3–6].

Figure 1. Trial-and-error procedure.

In this case, if a desired level of performance is not maintained, the levels in the previ-
ously established design parameters are changed until the desired performance is obtained.
In each experiment, the responses are observed in order to determine the appropriate levels
in the design of the structural parameters of the network [7].

A drawback in the use of this type of procedure is that one parameter is evaluated,
while the others are kept at a single level, so the level selected in a variable may not
necessarily be the best at the end of the experiment, since it is very likely that most of the
layout variables involved will change their value. A possible solution could be that all
the possible combinations in the parameters are evaluated, that is, to carry out a complete
factorial design. However, the number of combinations can be very large due to the
number of levels and previously established design parameters, so this method could be
computationally expensive and time-consuming.

Due to all these limitations, the scientific community has shown special interest in
the implementation of new approaches and procedures applied to the optimization of
structural parameters in the search to generate better performance in ANNs [8–13].

Currently, ANNs can be trained to solve problems that can be complex for a human or
a conventional computer, since they allow obtaining results with a high degree of precision
and a significant reduction in error in real-time applications. In recent decades, the use
of ANNs has been successfully applied in different fields, including pattern recognition,
classification, identification, voice, vision, control systems, and robotics, the latter of which
has raised special interest among researchers in the field, particularly the solution of the
inverse kinematics in manipulators with six or more degrees of freedom, due to the great
flexibility of control that they present for the execution of very complex tasks [14–17].

In [18], a BPNN algorithm is proposed, optimized by Fruit Fly Optimization Algorithm
(FOA), to find the solution of the inverse kinematics in a four-DOF robot, obtaining an
output error range −0.04686–0.1271 smaller than that obtained by a BPNN. In [19], a BPNN
algorithm, optimized by means of particle swarm optimization (PSO), is studied to solve
the inverse kinematic problem in a six-DOF UR3 robot applied in puncture surgery, where
convergence in the precision of the results, as well as the speed and generalization capacity
of the proposed network, is improved. In [20], a deep learning approach is proposed to solve
the inverse kinematics in a seven-DOF manipulator. The approach used allows it to be fast,
easy to implement, and more stable, allowing less sensitivity in hyperparameters. In [21], a
combination of swarm intelligence (SI) and the product of exponentials (PoEs) is used to
solve the inverse kinematics in a seven-DOF manipulator, where they are compared with the
conventional inverse kinematics and standard PSO algorithms. In [22], the main approach
is based on a redundant manipulator inverse kinematic problem that is formulated as a
quadratic programming optimization problem solved by different types of recurrent neural
networks. In [23], an approach is proposed to address the complexity of solving the inverse
kinematics in a seven-DOF serial manipulator through an algorithm based on the Artificial
Bee Colony (ABC) optimization algorithm, where two control parameters are used in order
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to adjust the search to optimize the distribution of the sources. In [24], an optimization
approach is shown in the planning of the trajectories applied in a five-bar parallel robot for
real-time control, minimizing the trajectory time and avoiding singularities in the parallel
manipulator, achieving an error of less than 0.7◦ at the joints.

Factorial experimental design is a statistical technique used to identify and measure
the effect that one variable has on another variable of interest. In 1920, R. A. Fisher
studied multiple factors in the agricultural field to determine the effect of each factor on the
response variable, as well as the effect of the interactions between factors on this variable.
This method is known as the factorial design of experiments. Factors are variables that
determine the functionality of a product or process and significantly influence system
performance and can usually be controlled. To evaluate the impact of each variable, the
factors must establish at least two levels; therefore, given k factors with l levels, a complete
factorial design that includes all the possible combinations between these factors and levels
will produce a total of lk experimental runs. Obviously, as k or l increases, the number
of experiments may become unfeasible to carry out, since a significant number of factors
would imply a large number of experiments. For this reason, fractional factorial designs
have been introduced, which require only a fraction of a run, unlike a complete factorial
design, and which allow estimating a sufficient number of effects [25,26].

Genichi Taguchi is considered to be the author of robust parameter design through
a procedure focused on reducing variation and/or sensitivity to noise in the design of
products or processes, which is based on the concept of fractional factorial design. Through
the implementation of orthogonal arrays (OA) and fractional factorial design, it is possible
to analyze a wide range of parameters through a reduced number of experiments, ensuring
a balanced comparison between the factors involved and the interaction with their different
levels [2,27,28].

The Taguchi method is applied in four stages:

1. Selection of design and noise variables. In this stage, the most important parameters for
the product/process are considered, taking into account the quality characteristics.
Generally, there are variables that can be controlled by the user and others that cannot.
These types of variables are known as design and noise factors, respectively, which
have an important influence on the operation of the product/process. They can be
determined mainly by answering the following questions: What is the optimal design
condition? What factors contribute to the results and to what extent? What will be the
expected result?

2. Design and experimentation. An OA is established, which contains the organization of
the experiment taking into account the levels established for each of the factors in order
to minimize the effects produced by noise factors. In other words, the adjustments
made to the factors must be determined in such a way that there is the least variation
in the response of the product/process, and the mean is established as close as possible
to the desired objective. The OA allows the implementation of a balanced design in
the weighting of the pre-established levels for each factor involved since it is possible
to evaluate various factors with a minimum number of tests, obtaining a considerable
amount of information through the application of few tests. The mean and variance of
the response obtained in the OA configuration are combined into a single performance
measure known as the signal-to-noise ratio (S/N).

3. Analysis of results. The S/N ratio is a quality indicator by which the effect produced
on a particular parameter can be evaluated. The variation in the response obtained in
dynamic characteristics, the S/N ratio, is shown below in the following equation:

S/N = 10·log10

(
βi

MSEi

)
, (1)

where βi is the square of the largest value of the signal, and MSEi represents the root
mean square deviation in the performance of the neural network, or in other words,
the mean square of the distance between the measured response and the best fit line.
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A valid robustness measure is related to obtaining the highest values in the S/N ratio,
because the configurations of control factors that minimize the effects on noise factors
can be identified.

4. Execution and confirmation of tests in optimal conditions. In this stage, a confirmation
experiment is carried out by performing training with optimal design conditions in
order to calculate the performance robustness measure and verify if this value is close
to the predicted value.

Inverse Kinematics with ANNs

During the last decade, robotics had an outstanding development in the industry,
particularly in aerospace, military, and medical areas, among others, especially in manipu-
lators with a large number of degrees of freedom (DOF), due to their high flexibility and
control to perform complex tasks [17,29,30].

Modern manipulators, usually kinematically redundant, allow complex tasks to be
solved with high precision in the results. These types of manipulators have at least six
DOF, allowing greater flexibility and mobility to perform complex tasks. The complexity
in manipulator control design based on an inverse kinematic solution approach can be
computationally complex, due to the nonlinear differential equation systems that are
usually present. Traditional methods with geometric, iterative, and algebraic approaches
have certain disadvantages and can often be generically inappropriate or computationally
expensive [16,31].

The ANNs present major advantages related to nonlinearity, parallel distribution,
high learning capacity, and great generalization capacity, and they can maintain a high
calculation speed, thus fulfilling the real-time control requirements. Consequently, various
approaches have been proposed by the scientific community in the use of intelligent algo-
rithms applied to the control of robotic manipulators such as the use of ANNs [19,20,32,33],
genetic algorithms [31,33–38], recurrent neural networks (RNNs) [37], [38], optimization
algorithms [18,23,39,40], and the use of neural networks and optimization methods for
parallel robots [24,41].

The organization of this work is as follows: In Section 2.1, the kinematic model of
the Quetzal manipulator is established. Section 2.2 describes the procedure for generating
the training and testing dataset. Section 2.3 describes the implementation of the RDANN
methodology for the optimization of structural parameters in the BPNN. In Section 3, the
results obtained are subjected to a reliability test stage through the use of a cross-validation
method to verify that the dataset is statistically consistent. The results of training in the
optimized BPNN show a significant improvement in the accuracy of the results obtained
compared with the use of conventional procedures based on trial-and-error tests.

2. Materials and Methods

In this paper, a robust design model is presented through a methodological and
systematic approach based on the design philosophy proposed by Genichi Taguchi. The
integration of optimization processes and ANN design are methodological tools that allow
the performance and generalization capacity in ANN models to be improved. In this study,
an RDANN methodology was used, which was initially proposed for the reconstruction of
spectra in the field of neutron dosimetry by means of ANNs [7].

The RDANN methodology was used to estimate the optimal structural parameters in
a BPNN to calculate the inverse kinematics in a six-DOF robot, where the main objective
was the development of accurate and robust ANN models. In other words, it was sought
that the selection of the structural parameters of the proposed model allows us to obtain
the best possible performance in the network.

2.1. Kinematic Analysis

The robot called Quetzal is based on an open source, 3D-printable, and low-cost
manipulator [42]. The modeling and representation were carried out using the Denavit–
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Hartemberg (D–H) parameters to obtain a kinematic model through four basic transforma-
tions that are determined based on the geometric characteristics of the Quetzal manipulator
to be analyzed [43]. The D–H parameters are shown in Table 1.

Table 1. D–H parameters of the Quetzal manipulator.

i Link Offset di
(cm)

Joint Angle θi
(rad)

Link Length
ai−1 (cm)

Twist Angle
αi−1 (rad)

1 20.2 θ1 0 π/2

2 0 θ2 16 0

3 0 θ3 + π/2 0 π/2

4 19.5 θ4 0 −π/2

5 0 θ5 0 π/2

6 6.715 θ6 0 0

The basic transformations represent a sequence of rotations and translations, where the
reference system of element i is related to the system of element i− 1. The transformation
matrix is given by Equation (2).

i−1
i T = RZ(θi)DZ(di)DX,(ai−1)RX(αi−1) (2)

Carrying out the multiplication of the four matrices, Equation (3) is obtained:

i−1
i T =


cθi −sθicαi−1 sθisαi−1 ai−1cθi
sθi cθicαi−1 −cθisαi−1 ai−1sθi
0 sαi−1 cαi−1 di
0 0 0 1

 (3)

where i−1
i T is the D–H transformation matrix from coordinate system i to i− 1. RZ(θi) is

the rotation matrix representing a rotation θi around the Z axis, DZ(di) is the translation
matrix representing a translation of di on the Z axis, DX,(ai−1) is the translation matrix
representing a translation of ai−1 on the X axis, RX(αi−1) is the rotation matrix representing
a rotation αi−1 around the X axis, cθi is shorthand for cos cos(θi), sθi is shorthand for sin(θi),
etc. The transformation matrices of each of the joints are multiplied to obtain the initial
position of the end effector in the base reference system, as shown in Equation (4).

0
6T = 0

1 A · 12 A · 23 A · 34 A · 45 A · 56 A =

[0
6R3×3

0
6P3×1

0 1

]
=


nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

 (4)

Therefore, the equation of the forward kinematics of the Quetzal manipulator can be
expressed as shown in Equation (5).

Ff orward_k(θ1, θ2, θ3, θ4, θ5, θ6) =
(

px, py, pz, nx, ny, nz, ox, oy, oz, ax, ay, az
)

(5)

As shown in Equation (5), the position of the end effector of the manipulator can be
obtained from the angular values of the six joints of the manipulator. However, in practice, it
is necessary to obtain the angles at each of the joints through a given position, so it is necessary
to calculate the inverse kinematics, which can be expressed as shown in Equation (6).

Finverse_k
(

px, py, pz, nx, ny, nz, ox, oy, oz, ax, ay, az
)
= (θ1, θ2, θ3, θ4, θ5, θ6) (6)
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Solving (4) gives the orientation and position of the final effector in regard to the
reference system, as shown in Equation (7), where the position vector [p] = {42.215, 0, 20.2}
and the orientation vector [n o a] = {0, 0, 1, 0,−1, 0, 1, 0, 0}.

T6
0 =


0 0 1 42.215
0 −1 0 0
1 0 0 20.2
0 0 0 1

 (7)

The graphic representation of the initial position of the Quetzal robotic manipulator is
shown in Figure 2 through a simulation carried out with the Robotics Toolbox for MATLAB
software [44].

Figure 2. Representation of the initial position of the Quetzal manipulator.

2.2. Training and Testing Datasets

The dataset was generated from the equations obtained in the forward kinematics of
the Quetzal manipulator. The variables involved in the proposed dataset were the orienta-
tion vector [n o a] =

{
nx, ny, nz, ox, oy, oz, ax, ay, az

}
, the position vector [p] =

{
px, py, pz

}
,

and the vector of joint angles [θ] = {θ1, θ2, θ3, θ4, θ5, θ6}, for a total of 18 variables.
Table 2 shows the ranges of movement established for each of the joints in the

workspace of the manipulator. Dataset X was generated with a spatial resolution of
25× 25× 25× 25× 25× 25× 25 in a six-dimensional matrix with 18 variables involved.
The total size of the dataset was 4,394,531,250 data, occupying an approximate physical
memory space of 32.74 Gb due to the data class of type Single− precision used in the study,
where the data are stored as 4-byte (32-bit) floating point values.

Table 2. Range of motion and step size at each of the joints.

Description θ1 θ2 θ3 θ4 θ5 θ6

Min 0 0 2π 0 2π 0

Max 2π π π/2 2π π/2 2π

Step π/12 π/24 π/24 π/12 π/24 π/12

Total steps 25 25 25 25 25 25
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Figure 3 shows a graphical representation of the workspace using a 3D data scatter
plot corresponding to the position vector [p] based only on the joints θ1, θ2, θ4, θ5 and θ6,
where it is possible to appreciate the workspace of the robotic manipulator without taking
into account joint θ3. The illustrated workspace was generated from the forward kinematic
equations as a function of the six joints.

Figure 3. Position vector [p] =
{

px, py, pz
}

in function of joints θ1, θ2, θ4, θ5 and θ6.

In order to process the enormous volume of data in a conventional processor, a data
reduction filter (DRF) based on linear systematic sampling (LSS) was applied to reduce
the set to a size of 190.7 Kb in memory [45]. The data were processed on an 8-core AMD
Ryzen 7 5000 series processor with a base clock of 1.8 GHz, 16 GB of RAM, and integrated
Radeon 16-thread graphics with a maximum clock of 4.3 GHz [46]. The dataset and code
are available in Supplementary Materials.

Figure 4 shows the scatter matrices corresponding to the position dataset before and
after applying the FRD filter, where a reduction of 99.99% of the data was obtained with a
size of 24,410 data. In Figure 4b, it is shown that the data maintain a constant and uniform
distribution with respect to the dataset of Figure 4a.

The data were normalized with a mean of zero in the range from−1 to 1 using Equation (8),
where data is the data to normalize, min is the minimum value of the dataset, range is a
value established by the difference between the maximum value and the minimum value of
the dataset, h and l are the maximum and the minimum desired values for normalization.

DataNorm =

(
data−min

range
× (h− l)

)
+ l (8)

2.3. Robust Design Methodology

Figure 5 shows the RDANN methodology based on the Taguchi philosophy that
consists of four stages. The designer must know the problem and choose an appropriate
network model, as well as the parameters involved in the design of the network for its
optimization (planning stage). By implementing an OA and systematically training a
small number of ANN models (experimentation stage), the response to be analyzed is
determined using the S/N relationship of the Taguchi method (analysis stage). Finally,
through a confirmation process, the best performance values of the model are obtained
(confirmation stage).
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Figure 4. Scatter matrix of the position dataset: (a) before applying the reduction filter; (b) after
applying the data reduction filter.

Figure 5. Robust design methodology for the optimization of structural parameters.
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The graphic representation of the BPNN used in this work is shown in Figure 6,
with 12 input variables and 6 output variables that correspond to the position vector
[p] =

{
px, py, pz

}
and orientation vector [n o a] =

{
nx, ny, nz, ox, oy, oz, ax, ay, az

}
as input

and the vector of joint angles [θ] = {θ1, θ2, θ3, θ4, θ5, θ6} as output.

Figure 6. BPNN network topology used in this study.

2.3.1. Planning Stage

In this stage, the design variables, noise, and the objective function are identified. The
objective function is defined according to the purpose and requirements of the system. In
this work, the objective function is related to the prediction or classification errors between
the calculator data and the data predicted by the ANN model during the testing stage.
The performance at the output of the ANN or the mean square error (MSE) is used as the
objective function and is described in the following equation:

MSE =

√√√√ 1
N

N

∑
i=1

(
θPREDICTED

i − θORIGINAL
i

)2 (9)

In this case, N represents the number of attempts, θPREDICTED
i represents the set

of joint values that are predicted by the BPANN, and θORIGINAL
i represents the set of

joint values.
The design variables correspond to those that can be controlled by the user, such as

the number of neurons in the first layer, the number of neurons in the second layer, the
momentum constant, and the learning rate. By contrast, the noise variables are commonly
not directly controlled by the user in most cases, such as the initialization of synaptic
weights that are generally assigned randomly, the size of the training sets versus test
sets, and the random selection of training and test sets. According to the requirements
of the problem, the user can choose the factors related to variation in the system during
the optimization process. Four design variables and three noise variables were selected
because they were directly involved with the performance of the ANN, as described below
in Table 3 with their respective configuration levels.
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In terms of variables, A is the number of neurons in the first hidden layer; B is the
number of neurons in the second hidden layer; C is the momentum constant, which allows
the stabilization of the updating of each of the synaptic weights taking into account the sign
of the gradient; D is the learning rate, which allows us to define the cost that the gradient
has in updating a weight because the increase or decrease in the synaptic weight is related
to the magnitude of the proposed value, so it may or may not affect the convergence of the
MSE, causing instability and divergence [47]. X is the initial set of weights, Y is the size in
proportions of the dataset, and Z is the random selection from the training and testing set.

Table 3. Design and noise variables.

Variables Level 1 Level 2 Level 3

A L1 L2 L3

B L1 L2 L3

C L1 L2 L3

D L1 L2 L3

X L1 L2 L3

Y L1 L2 L3

Z L1 L2 L3

Once the variables and their respective levels were chosen, a suitable OA was chosen
to carry out the training sessions. An OA is described as Lr(Sc), where r represents the
number of rows, c represents the number of columns, and s represents the number of
levels in each of the columns. In this experiment, the columns of the OA represent the
parameters to be optimized, and the rows represent the tests carried out by combining the
three proposed levels.

2.3.2. Experimentation Stage

The success in this stage depends on an adequate choice of the OA because, in this
process, a series of calculations are carried out in order to evaluate the interaction and the
effects produced between the variables involved through a reduced number of experiments.
For the implementation of a robust design, Taguchi suggests the use of a configuration in
two crossed OAs with L9

(
34) and L4

(
32), as shown below in Table 4.

Table 4. Recording of responses in trials using crossed OAs with L9
(
34) and L4

(
32) configurations.

Trial No. A B C D G1 G2 G3 G4 Average S/N

1 1 1 1 1 Resp1,1 Resp2,1 Resp3,1 Resp4,1 Avg1 SN1

2 1 2 2 2 Resp1,2 Resp2,2 Resp3,2 Resp4,2 Avg2 SN2

3 1 3 3 3 Resp1,3 Resp2,3 Resp3,3 Resp4,3 Avg3 SN3

4 2 1 2 3 Resp1,4 Resp2,4 Resp3,4 Resp4,4 Avg4 SN4

5 2 2 3 1 Resp1,5 Resp2,5 Resp3,5 Resp4,5 Avg5 SN5

6 2 3 1 2 Resp1,6 Resp2,6 Resp3,6 Resp4,6 Avg6 SN6

7 3 1 3 2 Resp1,7 Resp2,7 Resp3,7 Resp4,7 Avg7 SN7

8 3 2 1 3 Resp1,8 Resp2,8 Resp3,8 Resp4,8 Avg8 SN8

9 3 3 2 1 Resp1,9 Resp2,9 Resp3,9 Resp4,9 Avg9 SN9
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2.3.3. Analysis Stage

Through the S/N ratio, a quantitative evaluation is carried out, where the mean and
the variation in the responses measured by the ANN with different design parameters are
considered. The unit of measure is the decibel, and the formula is described as follows:

S/N = 10·log10(MSD) (10)

In this case, MSD is the root mean square deviation in the ANN performance. The
best topology is considered when more signals and less noise are obtained; therefore, a
high S/N ratio at this stage allows us to identify the best design values in the BPANN with
the help of statistical analysis with the JMP software.

2.3.4. Confirmation Stage

In this stage, the value of the robustness measure is obtained based on the specifications
and optimal conditions of the design. A confirmation experiment is carried out using the
optimal design conditions that were previously chosen, in order to verify if the calculated
value is close to the value predicted by the BPANN.

3. Results

In this work, the RDANN methodology was used for the optimal selection of the
structural parameters in a feed-forward backpropagation network, known as BPNN, to
find the solution to the inverse kinematics in a Quetzal robot. For the BPNN training,
the “resilient backpropagation” training algorithm and mse = 1E−4 were selected. In
accordance with the RDANN methodology, an OA corresponding to the design and noise
variables, respectively, was implemented in configurations L9

(
34) and L4

(
32) to determine

the response to the tests during the 36 training sessions carried out.
The results obtained after applying the RDANN methodology are presented in the

next sections.

3.1. Planning Stage

Table 5 shows the design and noise variables with their respective assigned values for
the different levels proposed during the experiment.

Table 5. Design and noise variables with their assigned levels.

Variables Level 1 Level 2 Level 3

A 80 100 120

B 30 60 90

C 0.1 0.2 0.3

D 0.01 0.1 0.2

X Set1 Set2 Set3

Y 7:3 8:2 9:1

Z Tr1/Tst1 Tr2/Tst2 Tr3/Tst3

The values for the three levels established in each of the tests regarding the number of
neurons for the first hidden layer were A = 80, 100, and 120, respectively; for the number
of neurons in the second hidden layer, they were B = 30, 60, and 90, respectively; for the
constant momentum, they were C = 0.1, 0.2, and 0.3, respectively; and for the learning
rate, they were D = 0.01, 0.1, and 0.2, respectively.

The values for the initial sets of weights X were randomly determined at all three
levels. The values set in the proportions of the dataset for level 1 were Y = 70% training
and 30% testing; for level 2, they were 80% and 20%, and for level 3, they were 90% and
30%, respectively; finally, the random selection of the training and testing set for level
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1 was Z = Training1/Test; for level 2, it was Training2/Test2, and for level 3, it was
Training3/Test3.

3.2. Experimentation Stage

A total of 36 training sessions were carried out by implementing the OA in L9
(
34) and

L4
(
32) configurations, where the network architectures were trained and tested, obtaining

the results shown in Table 6.

Table 6. Responses measured during the implementation of the crossed OA.

Trial No. G1 G2 G3 G4 Average S/N

1 0.0825789 0.08150994 0.08200742 0.08102935 0.0817814 −41.797957

2 0.0651544 0.06734919 0.06683558 0.0666657 0.0665012 −36.960574

3 0.0568985 0.05618239 0.05984281 0.05778079 0.0576761 −31.219083

4 0.074502 0.06984874 0.07645081 0.07592863 0.0741825 −27.856466

5 0.0618532 0.06118982 0.06071765 0.05706847 0.0602073 −28.973660

6 0.0525082 0.05237245 0.05415778 0.05406061 0.0532747 −34.832469

7 0.070358 0.06704642 0.06866684 0.07036554 0.0691092 −32.761969

8 0.0549823 0.04965534 0.05378926 0.05494074 0.0533419 −26.523630

9 0.0465695 0.04604935 0.04942250 0.05026433 0.0480764 −27.302767

For the analysis of the S/N ratio, an analysis of variance (ANOVA) was performed
using the statistical software program JMP. The S/N ratio and the mean value of the
MSE are two of the specific criteria for determining the appropriate levels in the variables
involved in network design, and their choice is determined through a series of validation
procedures carried out in the next stage, as described below.

3.3. Analysis Stage

Figure 7a shows the best network topology obtained through the normal profile;
Figure 7b describes the best topology through the desirable profile, and Figure 7c describes
the best network topology using the maximized desirable profile. The three network
profiles were obtained through statistical analysis in the JMP software to identify the
optimal values in each of the proposed profiles. After performing the analysis of the S/N
ratio, the values in which the levels for each of the variables involved were nearest to the
average and S/N ratio red lines on the X axis were chosen, which are described in Table 7.

Table 7. Best design values with normal desirable and maximized profiles.

Profile A B C D

Normal 80 30 0.01 0.1

Desirable 80 30 0.01 0.1

Maximized 100 30 0.2 0.2

For the choice of the best network profile obtained, three training sessions were carried
out for each of the three profiles in order to contrast them based on the size of the training
and test data and their generalization capacity, estimating the percentage of correct answers
in the prediction of the data, obtaining the results shown in Table 8.

The best topology corresponds to the maximized desirable profile, with the percentage
of obtained hits being 87.71% with a margin of error of less than 5% in the tests. Once the best
topology was chosen, the statistical tests of correlation and chi-square were performed, showing
the best and worst prediction of the network, as shown in Figures 8 and 9, respectively.
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Figure 7. S/N analysis for the determination of the optimal parameters of the network: (a) normal
profile; (b) desirability profile; (c) maximized desirability profile.
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Table 8. Comparison of density and percentage of hits in the three best profiles.

Training Profile Density Training time
(m)

% of Hits
χ2<5%

1 Normal 70:30 13.2649 85.72

2 Normal 80:20 16.1627 85.83

3 Normal 90:10 18.3473 86.40

4 Desirable 70:30 13.4989 87.39

5 Desirable 80:20 16.1765 85.32

6 Desirable 90:10 18.5385 85.50

7 Maximized 70:30 16.3393 87.71

8 Maximized 80:20 17.7275 86.30

9 Maximized 90:10 19.5463 86.86
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Figure 9. Trajectory of the manipulator with the worst prediction and correlation test: (a) worst
predicted values; (b) correlation test.

To determine if the predicted data are statistically reliable, the cross-validation method
was used by splitting the training and testing datasets. The set was split into five subsets of
the same size, as shown in Figure 10. The validation subset in each training session was
used to measure the generalization error, in other words, the misclassification rate of the
model with data dissimilar from those previously applied during the training procedure.
The cross-validation procedure was implemented on the training and testing datasets, and
the average value of MSE and the standard deviation obtained were very close to those
obtained in the confirmation stage [48].

Table 9 shows the results obtained in the cross-validation process, where it is observed
that the average training value was equal to 17.5099, the average percentage of hits con-
sidering an error of less than 5% was equal to 87.86%, and the average value of MSE was
equal to 17.5099, with standard deviations of 1.5848, 1.8974, and 0.0059, respectively.
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Figure 10. Cross-validation model.

Table 9. Cross-validation results.

Profile Training Time (m) % of Hits χ2<5% MSE

1 14.6750 85.17 0.0757

2 18.2350 86.95 0.0690

3 18.2165 87.93 0.0669

4 18.2044 89.75 0.0633

5 18.2189 89.51 0.0603
Average 17.5099 87.86 0.0670

Standard deviation 1.5848 1.8974 0.0059

In relation to the three profiles analyzed, the choice of the appropriate levels for
the structural parameters of the best network topology were those corresponding to the
maximized desirable profile with 100 and 30 neurons, respectively, a momentum of 0.2,
and a learning rate of 0.2.

Figure 11 shows the layered surface diagram of the neural network used in this work.
The training was performed using MATLAB software. The ANN was composed of an
input layer with 100 neurons, a hidden layer with 30 neurons, and an output layer with
6 neurons. All three layers used the activation function. The training algorithm used to
adjust the weighting of the synaptic weights was resilient backpropagation.

Figure 11. Best maximized desirable topology used in this study.

3.4. Implementation Results Compared with Simulation Results

Table 10 shows the measurement of the 10 trajectories predicted by the Quetzal
manipulator and the error generated in comparison with the calculated trajectory. To
analyze the data, 10 trajectories were chosen from the training dataset, and the simulation
of each of them was carried out in order to obtain the distance traveled from the initial
position to the final point.
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Table 10. Trajectory comparison.

Trajectory Calculated Final
Position (cm) Calculated Measure Predicted Position (cm) Measured

Distance (cm) Error %

6 [−0.93, −3.81, 59.34] 4.9862 [5.51, 4.22, 58.91] 5.2 4.2

13 [−4.56, −19.98, 52.47] 22.78 [−8.78, −17.90, 52.97] 22.5 1.2

161 [−11.32, −35.76, 22] 55.13 [−27.17, −25.88, 18.96] 54.5 1.1

216 [−22.27, −26.95, 28] 48.97 [−27.18, −23.14, 28] 51.5 5.1

236 [−14.97, −25.94, 25.77] 47.33 [−28.22, −13.01, 20] 51 7.7

317 [14.32, −27.56, 8.46] 62.25 [14.58, −24.46, 4.94] 63.5 2

663 [4.36, −18.87, 46.35] 25.16 [5.12, −19.25, 46.33] 26 3.3

988 [30.75, −12.49, 33.98] 43.70 [26.63, −20.93, 29.13] 45.5 4.1

1025 [−12.41, 1.87, 57.09] 13.63 [−11.11, 4.18, 58.39] 14 2.7

1216 [23.41, 24.49, 37.90] 41.82 [19.59, 28.94, 34.78] 43.5 4

Average 3.5

The greatest error observed was in trajectory number 236, with a value of 7.7% com-
pared with the calculated one, while for trajectory number 6, the error was 1.1% compared
with the calculated one. A mean error of 3.5% was obtained for the implementation of the
10 physically realized trajectories using the low-cost (approximately USD 1500) 3D-printed
Quetzal manipulator.

3.5. Comparative Analysis

Table 11 shows the values obtained in the design of the optimized BPNN in comparison
with the BPNN based on trial and error and other methods used in the optimization of the
structural parameters in ANN. As can be seen, the conventional BPNN method based on
trial and error shows a greater difficulty in determining the optimal parameters, whereas
the optimized BPNN results in a shorter time in the training process than the other methods;
in addition, it involves noise parameters that are necessary to generate greater robustness
in the network design.

Table 11. Comparison of results with other methods.

Method Iterations Training Time Total Tested Networks Prediction Error

BPNN trial and error Often millions Several hours 100 in several hours Undetermined

PSO conventional [49] 5000 Not specified 10 0.00913

PSO [11] 100 03:51:38 10 in 39 h 0.0456

This study 10,000 00:17:30 36 in 178 min 0.0171

4. Conclusions and Discussion

Various approaches and powerful learning algorithms of great value have been in-
troduced in recent decades; however, the integration of the various approaches in ANN
optimization has allowed researchers to improve performance and generalizability in
ANNs. The results of this work revealed that the proposed systematic and experimental ap-
proach is a useful alternative for the robust design of ANNs since it allows simultaneously
considering the design and the noise variables, incorporating the concept of robustness in
the design of ANNs. The RDANN methodology used in this work was initially proposed in
the field of neutron dosimetry, so it was adapted for implementation in the field of robotics,
allowing us to improve the performance and generalization capacity in an ANN to find the
solution to the inverse kinematics in the Quetzal manipulator.
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The time spent during the network design process was significantly reduced compared
with the conventional methods based on trial and error. In the methods that are generally
proposed by the previous experience of the researcher, the design and modeling of the
network can take from several days to a few weeks or even months to test the different
ANN architectures, which can lead to a relatively poor design. The use of the RDANN
methodology in this study allowed the network design to be carried out in less time, with
approximately 13 h of training, due to the orthogonal arrangement corresponding to the 36
training sessions performed using a conventional AMD Ryzen 7 5700 series processor with
an integrated graphics card.

Depending on the complexity of the problem, the use of this methodology allows
handling times ranging from minutes to hours to determine the best robustness parameters
in the network architecture. Therefore, it is possible to streamline the process and reduce
efforts, with a high degree of precision in network performance. The use of the RDANN
methodology allowed the analysis of the interaction between the values in the design
variables that were involved, in order to consider their effects on network performance,
thus allowing a reduction in the time and effort spent in the modeling stage and speeding
up the selection and interpretation of the optimal values in the structural parameters of the
network. The quality of the data in the training sets, without a doubt, can significantly help
to increase the performance, generalization capacity, and precision of the results obtained.
Although the proposed method was implemented and tested in a low-cost manipulator in
this study, in future work, we plan to implement it in an industrial-type robot controller.
The implementation of the proposed method in parallel robotic manipulators, where the
solution of the kinematics is more complex, is also considered.
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