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Abstract: Edge computing constitutes a promising paradigm of managing and processing the massive
amounts of data generated by Internet of Things (IoT) devices. Data and computation are moved
closer to the client, thus enabling latency- and bandwidth-sensitive applications. However, the
distributed and heterogeneous nature of the edge as well as its limited resource capabilities pose
several challenges in implementing or choosing an efficient edge-enabled storage system. Therefore,
it is imperative for the research community to contribute to the clarification of the purposes and
highlight the advantages and disadvantages of various edge-enabled storage systems. This work
aspires to contribute toward this direction by presenting a performance analysis of three different
storage systems, namely MinIO, BigchainDB, and the IPFS. We selected these three systems as they
have been proven to be valid candidates for edge computing infrastructures. In addition, as the
three evaluated systems belong to different types of storage, we evaluated a wide range of storage
systems, increasing the variability of the results. The performance evaluation is performed using
a set of resource utilization and Quality of Service (QoS) metrics. Each storage system is deployed
and installed on a Raspberry Pi (small single-board computers), which serves as an edge device,
able to optimize the overall efficiency with minimum power and minimum cost. The experimental
results revealed that MinIO has the best overall performance regarding query response times, RAM
consumption, disk IO time, and transaction rate. The results presented in this paper are intended for
researchers in the field of edge computing and database systems.

Keywords: performance evaluation; blockchain; BigchainDB; MinIO; IFPS; object storage; file storage;
databases; edge; secure storage

1. Introduction

The amount of data generated by Internet of Things (IoT) devices is expected to grow
dramatically in the future. According to Cisco [1], there will be almost 30 billion devices
connected to the network by the end of 2023. Therefore, existing infrastructures will not be
able to support, manage, and process such massive amounts of data. In fact, the current
cloud infrastructure alone cannot support a large number of the current IoT applications as
end devices are usually distant from the cloud servers, thus adding processing and network
overhead, resulting in high latency, low bandwidth, and overall performance degradation.

A conceptual approach which combines the benefits of the cloud and the decentralized
processing of services on edge devices is known as edge computing. Edge computing
is a promising paradigm able to avoid network bottlenecks, overcome communication
overheads, and reduce the data transfer delay [2–9], as the computational load is moved to
the edge of the network, thus leveraging the computational capabilities of the edge nodes.
Resource-rich computational resources are placed closer to mobile or IoT devices [10] and
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therefore edge computing offers higher scalability and availability than traditional cloud
platforms [11,12]. Over the years, several edge architectures have been proposed to improve
throughput, latency, and network coverage [13,14]. In order to realize the cloud/edge
integration, various technologies from different domains should be combined, including
computing, network, and application-oriented fragments [15]. Such an example is the use
of Artificial Intelligence (AI) algorithms in the Internet of Vehicles (IoV) [16]—where the
edge devices are vehicles—to help make dynamic decisions according to real-time requests.

One of the main challenges in the development of applications at the edge is the
efficient data sharing between the edge nodes, and it can be accomplished within indi-
vidual application frameworks or through an external storage service. Despite significant
improvements in offering an efficient edge storage solution, there are still some issues to be
addressed related to the functional and non-functional requirements of cloud/edge-based
applications, including low data retrieval latency, high availability and integrity, dealing
with a potential shortage of storage resources at an edge node, supporting rapid application
component deployment or automatic restart/replacement of unresponsive components,
and dealing with the high heterogeneity presented in edge environments. These require-
ments can be achieved by optimizing resource usage, allocation, and data management
plans on edge devices. Hence, the edge storage needs to provide a reliable, fast, stable,
and secure shared storage engine, and because it is designed for edge devices with limited
resource capabilities, it needs to be extremely lightweight.

The limited computation, storage, network, or power resources of the edge nodes,
along with the diverse application’s requirements, pose several inherent challenges that
need to be addressed, such as:

• The coordination of unreliable devices and networks.
• Hardware and software incompatibilities.
• The integration of different data storage formats and data types.
• The data locality (enabling low access time).
• Security concerns.
• QoS and QoE insurance.

The plethora of available storage systems and underlying technologies have left
researchers and practitioners alike puzzled as to what is the best option to employ in order
to manage and process, in the most efficient way, the massive amount of data generated by
IoT devices. Therefore, this work focuses on highlighting the advantages and disadvantages
of various edge-enabled storage systems. Thus, we present an overview and a performance
analysis of three different storage systems in an edge context, namely MinIO, BigchainDB,
and the IPFS. The performance evaluation is based on local access, by employing a set of
resource utilization and performance metrics (QoS), during intense data transactions and
during the normal functionality of the node. Each storage system is deployed and installed
on a Raspberry Pi (RPi) device. A Raspberry Pi is a small, low-cost, single-board edge
device, able to optimize and improve the overall efficiency with minimum power.

The rest of this paper is organized as follows. Section 2 presents the related work in
the field of storage solutions for edge computing infrastructures. Section 3 presents an
overview of the three evaluated storage systems, and Section 4 evaluates the performance
against a set of resource utilization and performance metrics. Finally, Section 5 outlines the
conclusion and future work.

2. Related Work

The Internet of Things and WEB 4.0 are quickly becoming more dominant in more
and more domains and daily life or industrial applications. This gives rise to a series of
new challenges and problems that researchers are actively trying to tackle, both in the
cloud [17] and in the edge [18,19]. One of the major problems that falls in this category
is the minimization of data latency and network overload in fog or edge networks [20].
One of the most common solutions for this problem is the development of edge storage
methodologies in order to move all or part of the necessary data and their processing to the
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edge, near the edge devices that use them. Edge storage services are actively focusing on
decentralization and resource efficiency due to the nature of the edge networks and the
devices that are taking part in them. These two main goals are driving the current research
in the field. A plethora of traditional technologies in storage are being adapted in order to
fit these two requirements, such as the blockchain and block storage technologies.

Blockchain [21] is the well-known technology that came into existence in order to
support Bitcoin, but since then, blockchain has developed a “life” of its own, being used
in a great deal of other use cases and domains. Blockchain works by creating a central
repository of transactions in the form of chained exchanges. Each of these exchanges must
be validated by a number of peers in order to be registered in this central repository and
be considered a valid transaction. When being applied in edge storage, blockchain has
two major flaws: it needs heavy computational power to perform the transaction valida-
tions and it requires a centralized database in order to store the chain of transactions [22].
These two characteristics are causing direct conflict with the decentralization and low
resource demand requirements of edge storage services. That is the reason that many
researchers are trying to combine it with other technologies, such as peer-to-peer networks,
limiting or even completely countering these flaws.

Peer-to-peer (P2P) networks are a form of file storage and file sharing technology that
is fully decentralized. These types of networks are using a set of protocols that ensure the
safe and secure communication between the interconnected devices, called “peers” [23].
These protocols are usually lightweight, adding only minimal overheads to the actual data
that peers are exchanging between themselves [24]. Modern peer-to-peer networks are
using distributed hash tables (DHT) in order to enhance their functionality and security,
some of them even integrating encryption algorithms in order to protect their data from
a wider set of possible attacks [25]. The problem with these networks is in the integrity,
immutability, and reliability because they provide no adequate security controls over these
factors [26]. This limitation is forcing researchers to combine them with other, more secure
technologies, such as blockchain, which provide the missing controls.

The literature is actively trying to find a balance between the available frameworks
by comparing their throughput, resource efficiency, and limitations, either on their own or
when combined with each other. Blockchain and P2P networks are widely used for this
purpose because peer-to-peer networks seem the ideal candidate for edge storage solutions,
if the drawbacks already mentioned can be tackled. In relevant experiments, the interaction
between these two frameworks seems to provide an efficient solution to the edge storage
problem because blockchain can cover almost all of the weaknesses that P2P networks
possess without adding much overhead, both in read/write operations, the throughput,
and the network traffic [22,27–29]. The only drawback is that blockchain mechanisms
require more redundancy than P2P, which requires more available disk space in the edge
clusters that host these solutions, placing limitations on the network architecture options
for IoT and fog networks.

Depending on the priorities of the researchers, two of the most important fields of
interest in the relevant literature regarding edge storage architectures are security and
resource efficiency [30]. In most of the cases, these two priorities are in direct conflict,
because in order to improve the resource efficiency, some security rules need to be relaxed,
and in order to improve the security, more resources need to be committed. For example, in
systems that are based on blockchain and cryptographic security controllers, a great deal of
middleware and network orchestrators are needed, allowing the framework to perform the
necessary encryptions, decryptions, and security checks on each data transaction [31,32].
Some of the work performed in secure edge storage architectures prioritizes a different
set of data security goals, such as availability and integrity. These approaches require a
high redundancy which, again, is creating resource-demanding platforms [33–35]. Both
erasure coding and data replication, which are the most common methodologies for en-
suring availability and integrity, require additional nodes that are tasked with holding
the replicated data and coordinating the data reading and recovery efforts. On the other
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hand, the systems that focus on high resource efficiency are usually bypassing data security
altogether, focusing only on the data transfer and storage between the nodes, not taking into
account the resources needed to secure the data packets transferred through the internet or
the communication links between the nodes of the edge network [36–38]. These networks
are often designed and evaluated with the assumption that data and network security are
handled in another level of the data transfer and storage that is just out of their scope.
Despite the fact that security is a major issue in every IoT system, cyber-risk regulations
and assessment are still in their infancy. For that reason, the authors in [39] presented
an analysis of cyber-risk assessment approaches in complex IoT systems and developed
an epistemological analysis that enables the assessment of uncontrollable risk states in
such systems.

The performance of IoT active devices can be improved by sharing their communi-
cation and computation resources. However, most works in the literature focus on either
communication cooperation or computation cooperation. In [40], the authors proposed an
energy-efficient resource allocation scheme in a wireless-powered MEC system, by lever-
aging a joint communication/computation cooperation among users. This joint strategy
has been proven to reduce overall energy consumption compared to other state-of-the-art
works. As far as QoS is concerned, it is difficult for users to select the services with the
highest quality. Over the years, many studies have been conducted for QoS prediction in
edge computing environments. In [41], the authors proposed a QoS prediction approach by
employing and extending the ARIMA model. Finally, in [42], Vehicular Edge Computing
(VEC) is presented as a mechanism for improving the QoS, where a volunteer-assisted
model is utilized for computation offloading.

3. Storage Systems

The three evaluated storage systems belong to different types of storage. More specifi-
cally, MinIO is an object storage system, IPFS is file storage system, while BigchainDB is a
blockchain database. In general, the different storage formats hold, organize, and present
data in different ways, each with unique capabilities and constraints. File storage utilizes a
hierarchy of files in folders, block storage divides data into arbitrarily organized, evenly
sized volumes, while object storage links data with the associated metadata. Blockchain is a
type of shared database that stores data as signed blocks which link to each other, creating
a chain of immutable interconnected data entries. A high-level taxonomy of the different
storage types is presented in Table 1.

Table 1. A taxonomy of the different storage types.

Feature Block Object Filesystem Blockchain

Data Access Method Filepaths (usually) Content Queries Filepaths Transactions

Storage Mode Binary blocks Documents Files Signed blocks

Scalability Limited Full Not innate Challenged

Metadata No Yes Limited Yes

Main Strengths Distributed and Fast Unstructured and Scalable Simple and Secure Security, Immutability,
and Transparency

3.1. MinIO

MinIO https://min.io/, accessed on 5 July 2022, is an open-source framework created
by IBM. It is an inherently decentralized and highly scalable P2P solution. It is designed to
be cloud native, and by supporting a hierarchical structure, it is able to form federations
of clusters. As data and metadata are written together as objects, there is no need for a
metadata database. MinIO is in fact a combination of object storage and block storage, as it
preserves the lightweight distributed nature of block storage while providing a plethora
of metadata and the easy usage of object storage. Finally, MinIO is able to deliver the
high-performance object storage that is required by modern big data applications.

https://min.io/
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3.2. BigchainDB

BigchainDB https://www.bigchaindb.com/, accessed on 5 July 2022, is a blockchain
database that supports both blockchain (decentralization, immutability, and owner-controlled
assets) and database properties (high transaction rate, low latency, indexing, and struc-
tured data querying) [43]. BigchainDB supports two transaction operations: CREATE and
TRANSFER. A BigchainDB transaction is a JSON string that conforms to BigchainDB Trans-
actions Specification. Each BigchainDB instance is a virtual concept consisting of three parts:
(i) a MongoDB database which is used for the data storage locally, (ii) a BigchainDB server
that is responsible for sending and processing requests, permission controls, encryption,
decryption, transaction verification, and so on, and (iii) a Tendermint communication node
that is a Byzantine Fault-Tolerant (BFT) middleware [44] for networking and consensus.

3.3. InterPlanetary File System

The InterPlanetary File System (IPFS) https://docs.ipfs.io/, accessed on 5 July 2022, is
a P2P-distributed file system, designed for storing versioned file data in a decentralized
manner [22]. The IPFS has been built on top of the BitTorrent protocol [45] and the Kademlia
DHT [46]. BitTorrent is a widely used P2P filesharing system, which in the IPFS enables the
efficient relocation of objects between peers composing the infrastructure. The Kademlia
DHT is a popular DHT that is used for the management of the metadata. As a P2P system,
there are not privileged nodes and no single point of failure. The IPFS nodes store objects
in their local storage and maintain a DHT that is used to search the network address of the
other peer.

4. Experimental Evaluation

The experimental evaluation presented below was performed on an RPi with a Quad
core (Cortex-A72 (ARM v8) 64-bit SoC 1.5 GHz) and 8 GB of RAM (LPDDR4-3200 SDRAM),
running Raspberry Pi OS with Python 3.6. The behavior of each database system is
evaluated using a collection of small to medium binary files ranging from 15 KB to 10 MB,
which form the evaluation dataset that is stored in the examined systems.

Experimental Results

The evaluation metrics utilized are divided into two categories: (i) resource consump-
tion (total, used)—CPU, RAM, HDD, and network, and (ii) performance—throughput, data
request response time, and network time.

The performance evaluation was executed through Locust https://locust.io/, accessed on
5 July 2022, an open-source load-testing framework that enables the definition of user
behavior and supports running load tests distributed over multiple machines. In addition, it
is able to simulate millions of concurrent user requests. For the purposes of the experiments,
20 users were set performing distributed query requests from four different machines. The
results of the experiments are shown in Figure 1, where the average response time in
milliseconds of each storage system is recorded. Figure 1a,b visualize the average response
time of a single request of read and write operations, respectively. On the other hand,
Figure 1c,d illustrate the average response time for all users’ requests. The standard
deviation of the response time is also illustrated in each figure in a stacked barplot manner
on top of each average response time. Overall, as indicated in the above figures, MinIO
presents the best performance in both the read and write operations. BigchainDB follows
MinIO in all cases except for the write operation of a single request (Figure 1b), where
the IPFS outperforms BigchainDB. Due to the object store nature of MinIO, it can be
observed that the write operation of all requests is more time-consuming compared to
BigchainDB. Moreover, the IPFS exhibits a high standard deviation, indicating a more
unstable performance, thus yielding the worst performance out of the three storage systems.

To further evaluate the storage systems, we also measured the RAM usage, the disk
latency, and the disk IO time for a single user’s request and for all users’ requests, similar
to the previous figures. The CPU was also recorded but not plotted because its usage was

https://www.bigchaindb.com/
https://docs.ipfs.io/
https://locust.io/


Appl. Sci. 2022, 12, 8923 6 of 10

negligible. This proves that the storage is lightweight enough to be deployed on most edge
devices, including the Raspberry Pis used for the evaluation. Figures 2 and 3 illustrate
the statistics for the read and write operations, respectively. Figures 2a and 3a indicate
the percentage of the RAM usage where, as depicted, MinIO consumes the least amount
of RAM in each case. In addition, BigchainDB follows MinIO, only in the case of a single
request, with the IPFS is ahead of BigchainDB in all users’ requests.

In the rest of the figures where the disk latency (Figures 2b and 3b) and the disk IO
time (Figures 2c and 3c) are presented, MinIO achieves the best performance followed by
BigchainDB, while the IPFS yields the worst performance results. The disk metrics are
increased by a larger degree, proving intense I/O activity.

Finally, Figure 4 demonstrates the transaction rate (TR) achieved by each storage
system. The transaction rate can be defined as:

TR =
∑ transactions

total_time
(1)

As the results suggest, MinIO achieves the highest TR followed by BigchainDB, while
the IPFS exhibits the worst results. For instance, the TR obtained by MinIO is 3.3 and
1.3 times larger compared to the IPFS and BigchainDB, respectively.
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Figure 1. Performance of read/write operations of each database.
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Figure 2. Statistics for the read operation of each database.
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Figure 4. Transaction rate achieved by each storage system.

5. Conclusions and Future Work

The distributed and heterogeneous nature of the edge and its limited resource capa-
bilities pose challenges in implementing or choosing an efficient edge storage system. In
this work, we present an overview and a performance analysis of three different storage
systems, namely MinIO, BigchainDB, and the IPFS. The effectiveness of each storage system
is evaluated by employing a number of QoS and resource utilization metrics. Each storage
system is deployed and installed on an RPi, which serves as an edge device, able to optimize
the overall efficiency with minimum power and minimum cost. The experimental results
demonstrated that MinIO yields the best performance in every setting while BigchainDB
comes second in most cases. Furthermore, although the IPFS has a relatively low response
time, it also exhibits a large variation in the response time between each operation, resulting
in a high standard deviation from its average performance. Moreover, it is worth noting
that the response times of each storage system are comparable to each other, and more
workload and stress testing is required to further support the findings of our research.

One of the fundamental requirements for bulk data processing in cloud and edge
infrastructures is database scalability. Therefore, as future work, we plan to examine the
scalability of the evaluated storage systems by deploying them in the distributed mode.
As already mentioned, each system belongs to a different type of storage; therefore, the
distributed mode differs significantly. For instance, MinIO in the distributed mode sets
up a highly available storage system with a single-object storage deployment, while the
IPFS Cluster provides data orchestration across a swarm of IPFS daemons by allocating,
replicating, and tracking a global pinset distributed among multiple peers. In addition,
BigchainDB creates a network with no single point of control/failure, and the decentralized
control is operated via a federation of voting nodes composing a P2P network. Finally, we
intend to consider some additional metrics for the evaluation, such as the input/output
operations per second and cache hit ratio.
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