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Abstract

:

This study deals with the technology of autonomous mobile robots (AMR) and their implementation on the SmartFactory production line at the Technical University of Ostrava. The task of the mobile robot is to cooperate with the production line, take over the manufactured products, and then deliver them. The content also includes a description of the individual steps that were necessary to make the mobile robot operational, such as loading a virtual map of the space, creating a network for communication with the mobile robot, and programming it. The main part of the experiment deals with testing the accuracy of moving the mobile robot to each position and establishing communication between the production line and the mobile robot. A high accuracy is a necessity in this process. The result of the study is the configuration of the autonomous mobile robot. The repetitive precision of the approach of the autonomous mobile robot to a position is ±3 mm.
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1. Introduction


In general, robots for industry purposes were introduced in 1961 to achieve increasing elaborate tasks. They occur in tedious and repetitive tasks such as welding, painting, moving, or cutting with incredible precision [1,2,3,4]. These classic commercial robots suffer from a fundamental disadvantage, a lack of mobility. In contrast, mobile robots were introduced to be able to travel throughout the manufacturing plant to help flexibly with manufacturing processes. Fixed robots or robotic manipulators commonly operate in zones where humans cannot go. Rather, mobile robots share space with humans in human environments and act like cobots. These robots are not developed for mobility reasons, but due to their autonomy, their ability to maintain a sense of position and navigate without human intervention is paramount [2,5].



This work is focused on the application of autonomous industrial mobile robots (AMR). It is still a relatively new technology that is gradually finding use in industry, but also in other sectors [2,6,7]. The biggest advantages of autonomous robots include their independence and ability to orient themselves in space, without the need for external guidelines or other elements in the environment. Autonomous mobile robots orient themselves with the help of advanced sensors [8,9] and a virtual space map. They can be used in the fields of storage, transport, and production [1,10,11,12]. Panigrahi and their colleague presented in their review paper [13] the results of many research papers focused on precise robot navigation. This problem is not solved yet and it depends on many factors. Most problems occur due to processing time or position and direction estimation. Furthermore, research on planning algorithms [14,15] is still in progress and many researchers have also been testing different types of modern sensors for sensing the map and the actual position of the robot in the space in combination with the simulation [16,17].



In this paper, we demonstrate a real cooperation between an AMR and SmartFactory [18]. The study was carried out using a commercial AMR from Mobile Industrial Robots (MiR), a centralized control station for MiR robots (MiR FLEET), and an I/O module for MiR robots (MiR WISE) to create communication between them. Virtual maps and software (tasks) were created to enable us to experiment. The problem was the narrow space and the need for a precise approach of the robot to the SmartFactory premises. Several types of precise markers were used in the experiment. The result was different accuracies of the entrances. The autonomous mobile robots were then suitably complemented by the actual implementation of the camera surveillance system. This allowed the operator to always have an overview of the actual conditions around the robot.



The MiR autonomous mobile robots were chosen for the application. These mobile robotic platforms are ready for the industrial environment and are equipped with a combination of laser sensors, ultrasonic sensors, and cameras. Together, they allow robots to move safely around the environment and be able to respond to most types of obstacles [19]. It was also necessary to analyze the functions and behavior of the SmartFactory production line and then design suitable implementations of an autonomous mobile robot. The line produced a pair of products, each of them having a different target location, and, for this reason, a pair of mobile robot implementations, the so-called tasks, was designed. The MiR100 mobile robot was used to operate the production line.



The main objective of this paper was to provide an analysis of the accuracy of the position findings of autonomous mobile robots using marker labeling. This was demonstrated through an example of an application that links an autonomous mobile robot to SmartFactory. The novelty of the paper is the experiment with different types of markers to get the most accurate position of the robot in the production line and its statistical evaluation.



Contribution


	
This work presents a method of communication of the production line with an autonomous mobile robot MiR100, which is performed wirelessly using an input/output card.



	
The autonomous mobile robot MiR100 navigates to the final position using precise object markers. The maximum repeated accuracy of approaching the position is ±3 mm.



	
The work brings a comparison of different types of precise marker objects in relation to the repeated accuracy of the approach of an autonomous mobile robot in position. It turns out that not all types of marker objects show the same results.



	
The work also describes basic information about industrial mobile robots, its applications and current research.








2. Autonomous Mobile Robots


This section describes the chosen autonomous mobile robot and its parameters. The selected mobile robots are developed by the MiR company; specifically, a MiR100 model was found for the demonstration tasks. This mobile robot is designed for transportation purposes and to automate logistics. Its designation is based on the weight it can transfer (100 kg). The model is equipped with advanced sensors, which means that the robot moves autonomously in the environment and responds to surrounding obstacles. Table 1 provides basic information about the model [19].



The selected model is the smallest one and, thanks to its dimensions, it is possible to navigate this robot into the production line. The top of the robot is also supplemented by a superstructure, on which the products from the production line are placed. Figure 1 shows a photo of the mentioned mobile robot.



All configurations and settings of the mobile robot (MiR, MiR FLEET, WISE digital input, and output cards) are performed via a Web interface. Each web interface is different according to the needs of a particular device but is very similar in style [10]. The navigation system is the core of the autonomous mobile robot. Its goal is to plan the route from starting point A to destination point B. These points are determined by the user, but the journey is already planned completely, autonomously, and automatically. An advanced navigation system, which consists of several parts, is responsible for determining the correct route and navigating the robot to the destination. Figure 2 shows the principle of system operation. For clarification, it should be noted that IMU is inertial measurement unit.



2.1. Navigation System


For the navigation system to be able to find the route, it needs initialization data according to which it will plan the route. The user enters the information about where the robot should arrive. However, to plan a route, the mobile robot must also know the space in which it moves and its current position. For orientation in space, a virtual map is used, which is stored in the robot’s memory and contains data about all walls and obstacles. This map must be created before it is possible to use the mobile robot. Once the virtual map is created, points can be inserted into it through which the robot moves. However, it is possible to edit the map using zones, landmarks, and special planning rules.



After obtaining all the data for the start of route planning, the route is planned by the robot itself, which is in charge of the global planning system. This is an algorithm that generates a route to the desired point. However, it is important that the global planning system generates the path to the destination only once and follows only the fixed obstacles that are recorded on the virtual space map. This means that if a new obstacle arises in the environment of the robot that is not recorded on its virtual map, the global planning system does not know about this obstacle and plans a journey despite this obstacle. The planned route is shown on the map or on the dashboard using dots. If the robot cannot complete the move, planning is terminated with an error message, and the whole mission is suspended.



The local planning system, unlike the global planning system, runs in a continuous cycle throughout the robot’s operation. Its task is to respond to obstacles in the immediate vicinity of the robot that are detected by sensors and not recorded on a virtual map. In the case of detecting an obstacle on a route, the local planning task is to determine the route through which the mobile robot can bypass the obstacle. If an obstacle is out of range or out of the sensor’s field of view, the system does not take this obstacle into account. In a route that is created using global planning, the robot dodges the obstacle only to embrace the obstacle and then returns to the generated original route. The mobile robot route can be blocked so that the system cannot find a detour route. In this case, the mobile robot has a set count of attempts, that is, how many times the robot tries to find a new route. The route can be blocked, for example, by a person who just walks through and then clears the way. If the mobile robot does not find its way in any of the set attempts, it pauses the active mission and waits for further instructions.




2.2. Obstacle Detection


The obstacle detection system is constantly active, and its main purpose is to detect obstacles around the robot. Information about the current location of surrounding obstacles is also used to determine the current position of the mobile robot on the map or when placing the mobile robot on the map. Three types of sensors are used to detect obstacles. These are laser sensors, ultrasonic sensors, and 3D cameras.



	
Laser sensors: The MiR100 mobile robot is equipped with a pair of SICK S300 laser sensors. Each sensor has a viewing angle of 270   ∘   and is placed in opposite corners of the mobile robot to cover all 360   ∘   around the robot (Figure 3a). However, these sensors have several limitations. They can only detect obstacles at a height of 200 mm from the floor and cannot detect transparent obstacles (glass). For some reflective surfaces, the data may be inaccurate. False obstructions may be detected when the sensor is exposed to direct light.



	
Three-dimensional cameras: Another way to detect obstacles is with a pair of Intel RealSense   TM   cameras on the front; see Figure 3b. The cameras are intended for indoor navigation only, not as obstacle detection safety sensors. An important feature is the ability to detect the height of individual obstacles in the environment. According to this, the mobile robot can determine whether it will fit under the obstacle or not. The height of the mobile robot is set manually in the web interface. The pair of cameras occupy a space from 180 to 1950 mm in front of the robot with a viewing angle of 118   ∘   and a height of 1800 mm. Three-dimensional cameras also have several limitations. Unlike 360   ∘   laser sensors, they can only detect objects in front of a mobile robot. They cannot detect transparent or reflective objects or steps that descend. Distance determination may be inaccurate when detecting objects with repeating patterns. False obstructions can be detected when exposed to direct light.



	
Ultrasonic sensors: The robot is equipped with four ultrasonic sensors; see Figure 3c. Two sensors are located in the back of the mobile robot and two are located in the front wheels of the mobile robot. Ultrasonic sensors are used to detect obstacles that could not be detected with a laser sensor or 3D cameras. The front sensors can detect obstacles of 10 to 200 mm, while the rear sensors detect obstacles at distances of 10 to 350 mm.
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Figure 3. Obstacle detection system [20]. 






Figure 3. Obstacle detection system [20].
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The information from all mentioned sensors has a fundamental effect on the speed of the robot’s movement in the given space, see Figure 4, Table 2 and Table 3. When a mobile robot travels at low speed, it primarily guards the space and obstacles in its immediate vicinity. However, if the mobile robot is traveling at a higher speed, it has much more space to be able to brake if an obstacle occurs. The robot’s speed automatically changes according to the conditions of the environment in which the mobile robot moves. When the robot moves forward, it is also taking care of the situation behind him. The maximum speed of the robot can be limited using commands during mission creation.



In Zone 1 in Table 2, you can see a negative speed for the forward direction. It should be noted that in this zone, the robot performs 3 consecutive actions: reversing, stopping, and slowly moving forward. Zone 5 then shows the maximum forward speed of the robot. Then, in Zone 1 in Table 2, you can see the positive speed for the backward direction. It should be noted that in that zone, the robot performs 3 consecutive actions: forward, standstill, and slowly backward. Zone 5 then shows the maximum backward speed of the robot.





3. Analysis of the Use of Mobile Robots in SmartFactory


SmartFactory is a classroom, within a new CPIT TL3 building, specialized in Industry 4.0 technologies such as modern manufacturing processes, robotics, and automation, and a fully automated production line is also located there. This production line contains a digitized production process with Industry 4.0 elements such as product variability, predictive maintenance, augmented reality, or digital twins. The 3D model of the SmartFactory production line can be seen in Figure 5. Here, two types of products are manufactured in a fully automated process. The line enables product assembly using a fully automated process, product testing, product inspection, and product layout.



The products can be manufactured using individual components available in the warehouse; in addition, they must be placed on a platform. The platform is used for transfers between individual workplaces. A total of four robotic arms are installed on the production line. The first is used to operate the warehouse (component removal, product disassembly, product export from the line, and more). For this purpose, it is equipped with two tools that are automatically changed as needed. The other two arms are part of two fully automated production areas for the assembly of products. The third is used for automated product disassembly; the components are then stored back in the warehouse. The last robotic arm is part of the manual workplace for cooperation with staff or students. There are also two workplaces for fully manual staffing. There is also a test station for the final inspection of products. Electrical and visual inspections can be performed.



The request to start the production of products is entered through visualization from the control workplace. When ordering a product, it is possible to choose the type of product and the electronics that the product will contain. In the case of a second product, you can choose the color of the individual plastic cubes that will be placed on the product. The product may include electronics for the function of a pedometer, thermometer, or heart rate monitor.



3.1. Products


The first type of product consists of electronics and plastic parts printed using a 3D printer. It is called product design. There are three types of electronic devices: a pedometer, a thermometer, and a heart rate monitor. Each electronic piece belongs to a slightly modified plastic case. This product cannot be dismounted, it is fully functional, and it is intended as a customer product.



The second product consists of individual plastic parts and offers more options for individualization by the customer. As with the first product, it is possible to choose the type of electronics (pedometer, thermometer, heart rate monitor) and also the color of each of the eight plastic cubes. After the cubes are mounted on the base plate, the electronics are inserted into the resulting frame. The finished product is presented using a mobile robot on the premises of SmartFactory and is then returned to the line, where the product is automatically disassembled into individual components, and then stored in the warehouse.




3.2. Use of an Industrial Mobile Robot


The autonomous mobile robot in combination with an automated production line also offers the possibility of a fully automated production process and subsequent delivery of the product. The mobile robot is able to take the finished product from the line space and deliver it to the required location. It takes over the product directly on the premises of the line, where it arrives automatically. The KUKA [21] robotic arm, located in the middle of the production line, is used to move the product from the belt of the production line to the mobile robot. Unlike other robotic arms, it is equipped with a carriage, thanks to which it can move around the entire space of the production line.



The robot loading position is located in relatively narrow spaces below the conveyor belt. The mobile robot has to approach this position autonomously with high accuracy. After receiving the product, the mobile robot moves according to the specific implementation.





4. Experimental Setup


In this section, experimental delivery routes and the integration of a mobile robot into the SmartFactory production line are presented. As mentioned above, the production line produces two types of products. The production line does not contain any collection point for the final product and is surrounded by security features that prevent the possibility of entering the line. For this reason, the MiR100 mobile robot took care of the product’s journey from the line to the customer. Since the production line produced two types of products, two possible implementations were proposed.



For navigation in a selected space, the robot used a virtual map. It was necessary to create this map before the robot started moving. The virtual map contained information on obstacles, zones, robot positions, markers, and other elements needed to control the robot. The virtual map could be created directly on the Web interface of the mobile robot. Since the robot oriented itself on the map using fixed, unchanging obstacles, it was recommended to have at least 60% of them on the map. The environment had to stay the same over time as much as possible. If the conditions changed rapidly, a new virtual map had to be created. Once the virtual map was created, it was possible to create missions.



4.1. Delivery and Presentation of the Product


The purpose of the first implementation of the mobile robot was to ensure the delivery of the finished product design from the line to the customer. Figure 6 shows the route of presentation and delivery of the product design. In the starting position, the robot was in front of the charging station or was charging. The customer used visualization to order a product, which the line then produced and passed the information to the mobile robot that the product was ready. The mobile robot reached the position on the production line where the product was handed over with the help of a robotic arm. The product was then removed from the line area, where the customer could take it over from the mobile robot. As soon as the customer removed the product, the mobile robot moved to a position in front of the charging station, where it waited for the next call from the line.



The second implementation of the mobile robot ensured the presentation of the assembled product produced in the SmartFactory line. The task of the implementation was to take the finished product, drive it along the route, and then return the product back to the line. The robot was in a starting position in front of or near the charging station, waiting for a signal that the product was assembled. When the signal was received, the mobile robot arrived at the charging position on the line and took the product back. It walked around the SmartFactory window with the product, then exited the line area so that any followers could view the product, and then returned to its position in the line. In this position, the product was unloaded from the mobile robot and returned to the production line where it was again disassembled. In this implementation, it was necessary for the mobile robot to approach the position with great precision when returning the product.




4.2. Cooperation with SmartFactory


There was a local network within 192.168.0.x/24, which was used for the control systems, robotic arms, sensors, and other devices on the line. Additionally, a Wi-Fi router was used to connect mobile robots, laptops, or smartphones. Although the Wi-Fi router was part of the production line network, it was powered independently, so the mobile robot network worked even when the production line was off. See Figure 7 for more detailed information.



Two other devices were also connected to this network, which communicated directly with the mobile robots. The first device was the MiR FLEET, which took care of the cooperation of several mobile robots. MiR FLEET is a web-based supervision application, that enables centralized control of multiple AMRs. The second device was the WISE module, which provided external communication with the mobile robot via digital inputs and outputs. It enabled communication between an AMR and the production line or some other device.



4.2.1. Communication


The task of the mobile robot was to automatically take over the products from the production line and transport them to the designated place. For this functionality, it was necessary to ensure communication between the line and the mobile robot. Communication was provided by the WISE-4050/LAN module. It is equipped with 4 digital inputs and 4 digital outputs. The module is connected to the line switchboard and communicates directly with the C system, which controls the production line using inputs and outputs. To pair a mobile robot with a WISE module, it is necessary to place them on the same network. After pairing, instructions to read the digital input or change the digital output can be entered into robot missions. Since 8 digital signals were used for communication between the mobile robot and the production line, it was necessary that both the mobile robot side and the line side, and the programmable logic controller (PLC) knew the exact purpose of the signal. Communication was also necessary for the need of shutting down the safety barriers and gates, as the robot would otherwise activate them and set up a disruptive process. For this reason, individual signals were assigned a specific meaning. All signals required for communication are listed below.



	
DO0: The mobile robot sends a signal that it is ready on the line to pick up the product;



	
DO1: The mobile robot sends a signal that it is ready on the product collection line (LEGO);



	
DO2: The mobile robot sends a signal that it is ready to call from the line;



	
DI0: The mobile robot receives a signal to arrive at the line;



	
DI1: The mobile robot receives a signal that it is loaded/unloaded;



	
DI2: The mobile robot receives a signal that it has finished.







4.2.2. Implementation


The program for MiR mobile robots was created using individual commands, such as logic functions, move functions, docking functions, and more. These functions were then grouped into so-called “missions”. The robot’s mission was therefore a grouping of commands that determined what the robot should do in a particular mission. Within the mission, the individual commands were executed sequentially and if the robot had already fulfilled all commands, the mission was terminated. Missions were launched to the robot via a web interface, and it was possible to add more missions to the queue for the robot to complete. If the mobile robot had no mission in the queue, nor did it perform any active mission, it stood still and waited for the mission to be assigned.



	
Movement and positioning



	-

	
Move: The mobile robot moves to a position on map;




	-

	
Docking: The mobile robot moves to a marker or charging station;




	-

	
Rel. move: The mobile robot moves to a relative position.







	
Logic functions



	-

	
Charging: The mobile robot starts charging;




	-

	
If: Conditioning decision function;




	-

	
Loop: Cycle repeated execution of commands.







	
WISE I/O module control



	-

	
Set output: Switch on/off the output on a WISE module;




	-

	
Read input: Read the actual value on the digital input of a WISE module;




	-

	
Wait for input: Detection of the input on a WISE module.







	
Other functions



	-

	
Mission call: Perform a mission in another mission;




	-

	
Light: Sets the style and color of the robot lights;




	-

	
Sound: The ability for the mobile robot to play a sound.










The mobile robot MiR100 had the task of communicating with the production line in SmartFactory and taking the manufactured products. According to the proposed implementation, the mobile robot took a pair of products from the line. Each pair of products had a different final delivery position, and the mobile robot had to recognize which product was currently being delivered. It received this information from the line. The mobile robot also monitored the level of the battery so that it could operate continuously and was always ready to take the product. The entire programming code was divided into five missions, where the first was the main mission, and the rest were submissions for specific actions; see Figure 8.



	A:

	
Main mission




	B:

	
Waiting for product




	C:

	
Delivery A—LEGO product delivery mission




	D:

	
Delivery B—product design delivery mission




	E:

	
Charging mission








4.2.3. Precise Robot Positioning


In order to always be able to place the product in the same place on the robot superstructure, it was necessary for the mobile robot to approach the line in the loading position with great accuracy. If the mobile robot took the design of the product and then passed it on to the customer, this accuracy was not very necessary. However, if the mobile robot returned with a LEGO product and requested that the product be removed back to the line, an accuracy of a few millimeters was required. The mobile robot product loaded and unloaded the KUKA robotic arm, which always moved to the same position. This meant that when LEGO loaded a product onto a mobile robot, it expected the product to be in the same place when it was unloaded. The MiR100 mobile robot did not always move to the exact same position, and it was possible that when returning to the line, it was shifted by a few millimeters or even centimeters. The arm expected that the product would be in a completely different position. From this, three options were considered to achieve this.



Camera


The first and at the same time the most technologically demanding possible solution was the use of a camera. The camera would be placed on a robotic arm and recognize the position of the product by recognizing the shapes of objects. The robotic arm would tilt over the mobile robot and use a camera to determine the exact location of the product on the mobile robot. The camera would pass this location to the robotic arm, who would know exactly where the product is located and how to grasp the product. The camera solution has one major advantage, but also disadvantages. When using the camera, the robot could enter the line differently each time, and its accuracy would not be necessary. A big advantage would be the ability to move the product on the platform of a mobile robot. The camera would always detect the position of the product, even if it was moved or rotated in a different direction from the original position. This would allow the customer to view the product and then place it back on the mobile robot. The disadvantage of the solution is the price and the high technical complexity. To enable image recognition, it would be necessary to connect the camera to the line control system and create a program that recognizes products.




Distance Sensors


Distance sensors were another possible solution to make missions and paths more precise. In the first case, the sensors would be placed on the body of the mobile robot and would sense the exact distance from the selected obstacles. After approaching the line, the mobile robot would use sensors to check whether it was in the exact position and, if necessary, adjust its position. However, this solution encounters a problem in communication with the mobile robot. Communication with the MiR100 mobile robot using the WISE module only allows control of digital inputs and outputs. For the purpose of this solution, it would be necessary to transfer the analog value from the sensors to the robot. A second variant was the placement of sensors on the production line. Instead of detecting the position of the mobile robot, the sensors would sense the position of the product on the robot. When using two laser sensors, one would sense the position of the product on the X-axis, and the other would sense the sensor in the position on the Y-axis.




Markers


The last solution considered was to enter the line using markers. Markers are a direct solution for a mobile robot to ensure that it approaches positions with a certain accuracy. Several types of markers can be used to navigate the mobile robot. These are V, L, VL, and bar-markers. Each marker has a specific shape and dimension that must be strictly adhered to during production. The marker should be placed directly in front of the mobile robot in the position where the robot will approach. This solution is the most accurate and accuracy also depends on the marker type used.



The planning algorithm used input parameters from the configuration interface of the robot. It meant that it was possible to configure which type of marker was currently in use. Each time the robot was approaching the final position, it was scanning the area for a marker specified using a configuration interface.







5. Results


Several tests were performed to verify exactly how the mobile robot could approach positions. The tests included moving the mobile robot to a position on the map, but also to different types of markers. The manufacturer states that each type of marker provides a different accuracy, and of all types of markers, the VL-marker is listed as the most accurate.



During the testing, we checked three distances. Distance between the mobile robot and the line profile on the left and right sides. The third distance checked was the distance between the robot’s front and the rail to move the robotic arm. As part of the testing of each type of marker, a total of 100 robot entrances were performed on the lines. At each attempt, the mobile robot always drove out of the line area and then back to the position in the line, possibly using a marker. The data thus obtained were represented by a box plot and basic statistical indicators. The results demonstrated the accuracy with which the mobile robot approached a given location. The distance was read using three laser range finders.



5.1. Positioning without Marker


First, the accuracy of the position was tested in the absence of a marker. The mobile robot approached the position created on the virtual map. Since the robot guarded its surroundings and the line space was too narrow for the robot, it was necessary to place the position slightly in front of the line space. After approaching the position, a command was sent to the robot to use the command Relative move to move a certain distance forward into the line space. The command partially allowed the robot to drive into narrow spaces without the mobile robot detecting them as obstacles. The command Relative move had no effect on the accuracy of approaching the position on the map and only moved the robot on the given axis, always by the same distance.



From the test, it could be observed that if the robot only approached the position in the virtual map, it achieved a considerable inaccuracy. The variance of the measured values reached up to 25 mm in the case of the distance from the edge of the robot arm path. Thus, for AMR navigation, it was necessary to use the right type of marker to get the best results.




5.2. Using a VL-Marker


A VL-marker was used to specify the approach of the mobile robot to the position on the line. From the data from the manufacturer and distributor of robots, this is the most accurate marker, owing to which the mobile robot should achieve the highest accuracy.



Ideally, the marker should be placed in front of the robot. Due to the limited space in the line, the marker was placed slightly on the right side. During the initial creation of the marker, the robot approached directly opposite the marker. However, the markers allowed one to set the offset, and it was a matter of shifting or adjusting the final position of the robot on the marker. The offset could be set for the X-axis, the Y-axis, and the rotation.




5.3. Using an L-Marker


Another type of marker tested was the L-marker. Like other markers, it had exactly the given dimensions, which had to be observed with an accuracy of ±1 mm. For the use of the L-marker, no degree of accuracy was given with which the mobile robot could guide the marker.




5.4. Using a V-Marker


This marker was also used for AMR positioning. In shape, it contained the same “V” shape cutout as the VL-marker, but no longer contained another area to the right of the cutout, as the VL-marker did. It was therefore a smaller and lighter version of the VL-marker, which did not achieve greater accuracy than an L-marker.




5.5. Using a Bar-Marker


The bar-marker is a very simple type of marker. The bar-marker consists of two parts, which are built at a given distance from each other and between which the AMR moves. With this marker, we achieved the second worst results.



From the measured results, it can be observed that the L-marker further refined the approach of the robot to the exact position. The result of this test showed that thanks to the L-marker, the AMR could repeatedly approach the position with greater accuracy than with the VL-marker. The test, therefore, refuted the distributor’s claim that the VL-marker was the most accurate. For detailed information, see Figure 9 and Table 4.



During testing, the mobile robot encountered an error when it could not reach the L-marker in (b). The L-marker was placed as in (a) so that the mobile robot did not have a problem in position. The problem occurred only during the final shooting of the robot in parallel with the marker. Instead of turning, the robot got stuck in the shooting phase and moved back and forth about 5   ∘  . After checking the robot’s status through the web interface, the robot still performed the docking process and did not show any errors. Even after a certain time, the robot did not exit this cycle and it was necessary to end the program that was executed. The problem was solved by moving the marker to another location and reading the marker onto the map. After that, the problem did not manifest itself. Figure 10 describes the positioning of the different markers during the test according to the manufacturer’s recommendations.



Another complication occurred when adding a marker to a virtual map. If the mobile robot was chosen to detect the position of the marker in the environment, it could not determine the position of the marker. Instead of the real L-marker, the mobile robot detected the corner of the production line as the L-marker. This was despite the completely inconsistent dimensions, which differed significantly from the given dimensions for the L-marker. Therefore, when the L-marker was loaded, an obstacle was placed in this corner so that it would no longer be detected as a marker.





6. Conclusions and Future Work


This paper described the implementation of an industrial autonomous mobile robot MiR100 in SmartFactory. The production line produced a pair of products that were not distributed outside the premises of the line, and therefore it was not possible to take possession of the produced product. For this reason, the mobile robot was used to distribute the finished products around the SmartFactory premises. The line produced design products and customizable LEGO products. The design product was intended for the target customer, to whom the product was delivered by the mobile robot. The LEGO product was not intended for customers and was only used to demonstrate what the line was capable of. The mobile robot drove the LEGO product through the SmartFactory premises and then returned the LEGO product back to the line, which then disassembled it into its individual components.



In the first step of the implementation, it was necessary to create a virtual map of the SmartFactory, according to which the mobile robot had to orient itself in space. Individual obstacles, forbidden zones, positions, and markers necessary for the implementation were inserted into the map. The SmartFactory contained its own wireless fidelity (Wi-Fi) network, to which all the devices needed to operate the robot and communicate with the production line were connected. Communication with the line was provided by the WISE module, which contained four digital inputs and four digital outputs. Each digital signal had a clear meaning and was sufficient for communication between the mobile robot and the production line. The program for operating the production line was divided into individual missions. In order to start the operation of the production line, the main mission had to be started on the mobile robot, which was already calling the next sub-mission. The manufactured products were transferred to the mobile robot by a robotic arm. When loading products onto the robot, the positioning accuracy of the mobile robot was not important. When unloading the LEGO product that the robotic arm returned to the line, a high precision was required to position the robotic arm correctly. This accuracy was not achieved by the mobile robot, so we came up with three suggestions to improve the accuracy. Using a camera to determine the exact position of the product, using external sensors to accurately position the mobile robot, and using markers to increase the positioning accuracy. After consulting and considering the complexity of the solution, we decided to use markers. Since the mobile robot supported multiple types of markers, we tested their accuracy. The L-marker came out best in the tests.



The result was a fully automated process for operating the production line. The MiR100 mobile robot could respond to a call from the line, then arrive to collect the product, take it over and make its presentation or delivery to the desired location. The operation also included battery monitoring and automatic recharging if necessary.



We see the potential for improving the way we communicate in future developments. The communication used by the WISE module is limited to data types and a small number of inputs and outputs. During further development, communication via a representational state transfer API (REST API) supported by a mobile robot is planned. In addition, the robotic arm will be retrofitted with a camera. If the robotic arm was equipped with a camera, the capabilities of the mobile robot would be expanded. Without the camera, the LEGO product must remain in the same position as the robotic arm. Using the camera, the LEGO product could be removed from the mobile robot and then returned. The viewer would then be able to view the LEGO product themselves. The camera would then identify the position of the LEGO product and relay this information to the robotic arm.



The main contribution and the results obtained were that a statistical analysis of the mobile robot’s run-up on different types of markers was performed to determine the repeated run-up accuracy. Here, it was found that the most suitable marker type was the L type, where the mobile robot had a repetitive error of ± 3mm. This output is essential for applications where the industrial arm is transferring products to the mobile robot, but also for the reverse, where products are removed from the mobile robot. Repeated pick-up accuracy is therefore crucial. Despite the fact that MiR offered a ready-made solution, it was necessary to verify the behavior of the robot in real conditions, where its navigation was hampered, in particular by the narrow space in the production line area, the conveyor belt which was in a position partially above the mobile robot at the moment of the robot’s run-up, and the number of structural elements in close proximity to the robot. All these elements can affect the accuracy of the robot’s sensors and scanners. In such a confined space, the robot is constrained by its own safety zone settings, which eliminate the possibility of robot movement and may limit the final positioning accuracy compared to the accuracy declared in the manufacturing documentation.
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Abbreviations


The following abbreviations are used in this manuscript:



	AMR
	Autonomous mobile robot



	API
	Application programming interface



	CPIT TL3
	Building in VSB campus with sophisticated management system



	IMU
	Inertial measurement unit



	KUKA
	Robotic arm from KUKA company



	MiR
	Mobile Industrial Robots



	MiR100
	Autonomous mobile robot from the MiR Company



	MiR FLEET
	Centralized control station for MiR robots



	MiR WISE
	I/O module for MiR robots



	PLC
	Programmable logic controller



	SICK S300
	Type of laser sensor



	REST API
	Representational state transfer API



	Wi-Fi
	Wireless fidelity
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Figure 1. Mobile robot MiR100. 
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Figure 2. Navigation principle of mobile robots [20]. 
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Figure 4. Mobile robot speed zones scheme [19]. 
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Figure 5. Three-dimensional model of the SmartFactory production line. 
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Figure 6. Delivery and presentation route of the product design. The block 1 represents the product delivery position, 2 represents the starting position, 3 represents the presentation position and in front of the windows, and 4 represents the product pickup position. 
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Figure 7. SmartFactory network diagram. The highlighted gray part is the solution presented. 
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Figure 8. Program functionality diagram. 
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Figure 9. Box plots that compare the accuracy of individual markers on different sides. 
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Figure 10. (a) L-marker, good position; (b) L-marker, problematic position; (c) VL-marker; (d) bar-markers; (e) V-marker. 






Figure 10. (a) L-marker, good position; (b) L-marker, problematic position; (c) VL-marker; (d) bar-markers; (e) V-marker.



[image: Applsci 12 08912 g010]







[image: Table] 





Table 1. Specifications of the MiR100 mobile robot [20].
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	Property
	Unit
	Value





	Model
	—
	MiR100



	Length
	mm
	890



	Width
	mm
	580



	Height
	mm
	352



	Weight
	kg
	70



	Max. load capacity
	kg
	100



	Max. forward speed
	m/s
	2



	Max. backward speed
	m/s
	1.5



	Turning radius
	mm
	520



	Positioning accuracy
	mm
	±50



	Operating time
	hours
	10



	Ambient temp. range
	   ∘  C
	10–40



	I/O connectors
	—
	USB, Ethernet



	Safety I/O connectors
	—
	—



	Wi-Fi
	—
	Dual-band; ac/g/n/b



	Bluetooth
	—
	4.0 Low Energy



	SICK microScan3
	—
	2x S300 (360   ∘  )



	3D Camera
	—
	2x Intel RealSense™
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Table 2. Robot speed zones (forward) [20].
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	Zone
	Speed (m/s)
	Guarded Space (mm)





	1
	−1.4 to 0.2
	0 to 20



	2
	0.21 to 0.4
	0 to 120



	3
	0.41 to 0.8
	0 to 290



	4
	0.81 to 1.1
	0 to 430



	5
	1.11 to 2.0
	0 to 720
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Table 3. Robot speed zones (backward) [20].
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	Zone
	Speed (m/s)
	Guarded Space (mm)





	1
	−0.14 to 1.8
	0 to 20



	2
	−0.20 to −0.15
	0 to 120



	3
	−0.40 to −0.21
	0 to 290



	4
	−1.5 to −0.41
	0 to 430
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Table 4. Accuracy test results.
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Meas.

#

	
L-Marker

	
VL-Marker

	
Bar-Marker

	
V-Marker

	
No Marker




	
Left

	
Front

	
Right

	
Left

	
Front

	
Right

	
Left

	
Front

	
Right

	
Left

	
Front

	
Right

	
Left

	
Front

	
Right




	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)

	
(mm)






	
1

	
304

	
261

	
159

	
282

	
259

	
184

	
294

	
264

	
179

	
282

	
259

	
184

	
203

	
270

	
131




	
2

	
304

	
261

	
159

	
281

	
262

	
182

	
297

	
268

	
170

	
281

	
262

	
182

	
218

	
285

	
146




	
3

	
304

	
262

	
159

	
281

	
262

	
181

	
297

	
262

	
181

	
281

	
262

	
181

	
216

	
254

	
140




	
4

	
304

	
261

	
160

	
280

	
261

	
183

	
298

	
265

	
178

	
280

	
261

	
183

	
227

	
249

	
166




	
5

	
304

	
261

	
159

	
283

	
261

	
181

	
300

	
253

	
176

	
283

	
263

	
181

	
217

	
264

	
147




	
6

	
305

	
261

	
159

	
280

	
262

	
183

	
299

	
271

	
163

	
280

	
261

	
183

	
228

	
266

	
150




	
7

	
305

	
260

	
159

	
283

	
261

	
181

	
304

	
258

	
169

	
283

	
262

	
181

	
222

	
270

	
150




	
8

	
303

	
261

	
159

	
281

	
261

	
182

	
302

	
263

	
166

	
283

	
262

	
182

	
230

	
270

	
146




	
9

	
304

	
261

	
159

	
281

	
262

	
184

	
303

	
266

	
172

	
283

	
262

	
180

	
215

	
243

	
132




	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮

	
⋮




	
100

	
305

	
261

	
160

	
282

	
262

	
182

	
300

	
265

	
163

	
281

	
262

	
180

	
217

	
268

	
164




	
Mean

	
304.4

	
261.1

	
159.2

	
281.3

	
261.5

	
182.2

	
298.7

	
265.0

	
171.4

	
281.3

	
261.5

	
182.2

	
213.9

	
262.5

	
145.7




	
StD

	
0.599

	
0.408

	
0.545

	
1.266

	
1.168

	
1.156

	
2.841

	
5.716

	
4.052

	
2.038

	
1.966

	
1.0815

	
9.233

	
14.357

	
7.630
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