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Abstract: In this work, a group of mechanisms are exposed to provide quality of experience in flying
ad hoc networks using a swarm of drones in a natural disaster service. End-to-end video traffic was
analyzed. The metrics used to experimentally measure QoE/QoS are: delay, jitter and packet loss.
The experience quality was evaluated before the disaster (C00), at the moment (B00) and after the
disaster (I00). The methodology used to perform the design was experimental, and the NS simulator
was used to evaluate the behavior of the swarm of drones connected through a flying ad hoc network.
To perform data analysis, treatment and repetitions related to video traffic, the response surface
methodology (MSR) was used, which is a set of mathematical techniques in order to optimize the
obtained responses. The composite core design (DCC) was also used as it was the best fit to our
experiment due to its flexibility. Since the quality of the experience was evaluated at three moments,
the quality of services was also analyzed with three metrics. The main contributions of the research
are a mathematical model of the quality of the experience based on the quality of the service; an
experiment design using the end-to-end NS simulator; a methodology for the mathematical and
statistical analysis of the data obtained; an algorithm that allows, from service quality metrics, to
obtain the quality of the experience for end-to-end video traffic; and a proposal for future work for
data analysis in a physical environment and applied to the environmental sector.

Keywords: QoE; QoS; fanet; natural disaster; model

1. Introduction

According to Cisco estimates, in 2021, video traffic was subject to exponential growth
rates corresponding to 82% of all consumer IP Internet traffic. This equals a million minutes
of video traffic crossing global IP networks every second [1]. However, factors associated to
network parameters, such as jitter, delay, packet loss [2], network capacity, unstable band-
width, diverse terminals, user attributes and user interest in content can deteriorate the user
experience. This user experience defines the end user’s perception of a service and is known as
Quality of Experience. The term QoE is described by ITU-T in Recommendation P.10/100 [3]
as follows: “a user’s degree of delight or annoyance in using an application or service”.

In [4], the authors proposed two methods—subjective and objective—to assess QoE.
The authors in [5] proposed a classification scheme, where the objective methods are
known as Instrumental Quality Models; these models are those that obtain information
directly from the video package or stream [6]. Objective and subjective methods have been
commonly used to assess QoE. Below, we provide an explanation of the main features of
each method.

Appl. Sci. 2022, 12, 8375. https://doi.org/10.3390/app12168375 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app12168375
https://doi.org/10.3390/app12168375
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-1310-9123
https://orcid.org/0000-0002-4606-7222
https://doi.org/10.3390/app12168375
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12168375?type=check_update&version=1


Appl. Sci. 2022, 12, 8375 2 of 18

Subjective methods employ user surveys, whereby individuals evaluate a service in a
real environment, answering a questionnaire that reflects the characteristics of the service,
providing the supplier with a quantitative indicator of QoE for the evaluated service. Users
evaluate several aspects of the service using a discrete scale (5—Excellent, 4—Good, 3—Fair,
2—Poor and 1—Bad), and the mean opinion score (MOS) is used as the metric for each
aspect [7]. ITU-R and ITU-T have several recommendations for performing subjective
video assessments, including methodologies for subjective assessment tests, criteria for
observer selection, assessment procedures and data analysis methods.

Such recommendations are addressed in BT.500-13 [8], ITU-R BS.775-1, ITU-R BS.1286 [9]
and ITU-T P.910 [10]. Objective methods are designed to overcome disadvantages inherent
in the use of subjective methods; i.e., the cost and time involved in applying the surveys.
The objective approach is based on mathematical (algorithms) and/or comparative tech-
niques that generate a quantitative measure of video quality to analyze the presence of
impairments, such as jerkiness, frame skips, freezes and tiling. Objective methods are
classified into eight categories [6]:

1. Reference-based classification method. This is based on the need to analyze the
original signal to obtain the QoE measure for the video. It features three categories:

a. Full Reference (FR) Model: Models in this category measure the degradation or
impairments in a video stream, comparing the video received to the original video [11].

b. Reduced Reference (RR) Model: Models in this category analyze the video
stream using only an explicit reference or certain key parameters of the original
video to compare with the video received [12].

c. No Reference (NR) Model: These models do not require a reference video
stream and analyze only the received video stream, seeking indications that
reflect impairments in transmission [13].

2. Image-based classification method. Models in this category analyze the visual video
information through two approaches:

a. The psychophysical approach, based on characterizing the mechanisms of the
human visual system (HVS), such as contrast sensitivity, adaptation to color and
illumination and masking effect [14].

b. The engineering approach, based on analysis and extraction of distortion pat-
terns and compression artefacts [15].

3. Input-data-based classification method. This is based on the information obtained
from level 3 and 4 headers and features five methods [16].

4. Media-layer models, whose input is the media signal [17].
5. Parametric packet-layer model, whose input is the packet-header information [18].
6. Parametric planning model, whose input are the quality-design parameters [19].
7. Bit stream layer model, whose input are the packet-header and pay- load information [20].
8. Hybrid model, a combination of any of the other models [21].

In [22], the authors propose an approach based on objective methods known as
instrumental QoE models. With this approach, the model obtained uses QoS parameters,
subjective data or certain other model outputs to obtain a score that represents the user
QoE. This approach is effective because it predicts the QoE perceived by users in live
transmissions, without the requirement for user subjective tests [23].

Each of the methods presented has its advantages and disadvantages. For example,
subjective methods have become a standard in testing the performance of the different
types of the proposed models; however, their implementation is expensive in terms of
resources and time [24]. However, objective methods require high processing power, and a
few of them are not implemented in commercial software.

On the other hand, the proposals for evaluating QoE based on instrumental QoE
models present advantages over approaches using subjective and objective methods [25].
Evaluating QoE combines nontechnical parameters, such as user perception, experience
and expectations with the technical parameters of network QoS [26].
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The remainder of the paper is organized as follows: Section 2 presents related works.
Section 3 describes the formulation of the models. Section 4 describes the experiment
designed to obtain the necessary data to create our models. Section 5 describes our analysis
of the data obtained and our proposed models. Section 6 provides an analysis of the
performance evaluation of our proposed models. Section 7 presents and analysis of the
results. In Section 8, the algorithm to achieve quality is explained. In Section 9, we present
future trends. Finally, our conclusions and future work are discussed in Sections 10 and 11.

2. Related Works

Our proposed models are based on the measurement of three QoS parameters: Delay,
Jitter and Packet Loss. We selected these parameters because they exert the largest influence
on video quality [27]. QoE is measured using an objective method: Video Quality Metric
(VQM). We selected VQM because it is a standardized model, which extracts data from
the original and received videos. It was adopted by ANSI (ANSI TI.801.03-2003) and
was included in ITU-TJ.144 and ITU-R BT.1883 [28] and is widely used by the scientific
community for validation and comparison of new proposed models. Further details about
VQM are available in [29]. The next section explains the mathematical form of our proposal
to further explain the experimental design used to obtain the proposed models.

3. Mathematical Formulation of Our Proposed Models

Our goal is to propose three models to evaluate QoE. Three types of video were
reviewed: one slow, one fast and one moderately slow; and a model was proposed for each
type of video according to the spatio-temporal characteristics. We require the values of
the factors (QoS parameters) that enable the procurement of a response (QoE associated to
video). The selection of the type of mathematical model influences the experimental design
and the number of treatments to be performed in order to obtain the model.

The most effective experimental design type is the Methodology of Surfaces of Re-
sponse (MSR). MSR is defined as a set of mathematical and statistical techniques used for
solving problems where a response of interest (video QoE) is influenced by several quanti-
tative factors (QoS parameters) [30]. Using laboratory tests, the ranges of the parameters
that affect the quality of the video were defined, and based on those ranges, we obtained
a second-order hierarchical model for each type of video [6]. A system is stable when it
only depends on the QoS parameters that are measured on the network—that is, it does
not depend on subjective parameters that can vary the results. The behavior of this type of
model is more stable, thus, allowing an exploration of the surface it represents. In addition,
it allows no significant terms to remain in the model to achieve hierarchy.

The models are represented by Equation (1), where Xi and the coefficients represent
the factors (QoS parameters: Delay, Jitter and Packet loss), βi represents the regression
coefficients, and Y represents the response of interest (QoE) and ε is the random error. The
entire detailed mathematical process is presented in [7]:

Y = βo +
k

∑
i=1

βiXi +
k

∑
i=1

βiX2
i +

k

∑
i=1

k

∑
j=1

βijXiXj + ε (1)

To estimate the coefficients (βi) in Equation (1), we use the least squares method.
Suppose n > k runs are available and let Xij denote the jth value of factor Xi. The run data
is shown in Table 1. This estimation procedure requires the random error component to
have E(ε) = 0 and V(ε) = σ2 and {ε} to be uncorrelated [31].
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Table 1. Data for the model shown in Equation (1).

Y X1 X2 Xk

Y1 X12 X21 . . . Xk1
Y2 X21 X22 . . . Xk2
...

...
...

...
...

Yn X1n X2n . . . Xkn

Model Equation (1) is written in terms of the data presented in Table 1 as follows:
The least-squares method selects the β coefficients in Equation (2) so that the sum of

squares of the errors (εi) is minimized.

Yi= βo+β1Xi1 + β2Xi2 + · · ·+ βkXik + εi= βo + ∑k
j=1 β jXij + εi i = 1, 2, . . . , n (2)

Thus, the least-squares function is defined as Equation (3).

S =
k

∑
i=1

ε2
i =

n

∑
i=1

[
Yi − βo −

k

∑
j=1

β jXij

]2

(3)

Simplifying this, we obtain a system of k + 1 simultaneous equations, and the solution
of such a system is the set of least-squares estimators, βj. It is more convenient to solve this
system by using a matrix form. Thus, the model illustrated in Equation (2) is expressed in
matrix form as:

y = Xβ + ε (4)

where

y =


y1
y2
...

yn

, X =


1 x11 x12 . . . x1k
1 x21 x22 . . . x2k
...

...
...

...
...

1 xn1 xn2 . . . xnk

, (5)

β =


β0
β1
...

βk

 and ε =


ε1
ε2
...

εn

 (6)

The least squares estimator vector, β, is obtained by minimizing Equation (7), now
expressed in matrix form:

S =
n

∑
i=1

ε2
i = ε′ε = (y− Xβ)′(y− Xβ) (7)

S can be expressed as follows in Equation (8):

S = y′y− β′X′y− y′Xβ + β′X′Xβ = y′y− 2β′X′y + β′X′Xβ (8)

From Equation (8), the least-squares estimators must satisfy

∂S
∂β

∣∣∣∣
β̂

= −2X′y + 2X′Xβ̂ = 0 (9)

This implies that
X′Xβ̂ = X′y (10)
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To solve Equation (10) in terms of β̂, both its sides are multiplied by the inverse X′X.
Thus, the least squares estimator of β is

β̂ =
(
X′X

)−1X′y (11)

The adjusted model is, therefore, expressed as

ŷ = X′ β̂ (12)

In scalar form, the adjusted model is expressed as

ŷi = β̂0 +
k

∑
j=1

β̂ j xij i = 1, 2, . . . , n (13)

Starting from the β̂ values obtained in Equation (13), we can express the model in
Equation (1) as

Y(QoE) = β0 + β1 X1 + β2 X2 + β3 X3 + β4X2
1 + β5X2

2 + β6X2
3 + β7X1X2 + β8X1X3 + β9X2X3 (14)

Hence, in the model proposed in Equation (14), let X1 = Delay, X2 = Jitter and
X3 = Packet Loss. For more convenient readability and interpretation, let D = Delay = X1,
J = Jitter = X2 and PL = Packet Loss = X3. This yields Equation (15) and, after the β value
replacement, Equation (16):

QoE = β0 + β1D + β2 J + β3PL + β4D2 + β5 J2 + β6 P2
L + β7DJ + β8DPL + β9 JPL (15)

QoE = 0.65 + 0.35× 10−3D + 254J − 5.8PL − 1× 10−6D2 − 0.069RVR − 8890VR
2 + 0.0275DPL − 698JPL + 30.1PL

2 (16)

The model in Equation (16) is a second order model, featuring interactions of the three
QoS parameters, which can be used to obtain the QoE associated with a certain video by
identifying the value of its three QoS parameters [32].

Considering the type of models that will be obtained, the next section explains the
experimental design to obtain them. Models are proposed depending on the video’s degree
of motion (low, medium or high).

4. Experiment Design

In this section, we describe the testbed, the source videos, the selected experiment
design, the execution of the data collection experiment and the values of the β constants
associated with each proposed model.

The simulation (particularly in a free simulator) offers a guide to the mathematical
model and methodology. This is why it is not considered relevant if the drone configuration
is for microdrones or large devices. Low-cost elements are used in a swarm of drones, the
most important consideration in the model was the swarm mission. The range of factors
used to define the values for each execution; those values were obtained through lab tests
with the aim of receiving a degraded video on the client’s side.

4.1. Simulation

The NS simulator, an open source and free application, was used in the experiment.
This is a very popular network-level tool for academic work. It can be found at: https:
//ns3-code.com/ns3-download/ (accessed on 21 March 2022). As mentioned above,
our proposed models are based on instrumental QoE models, which use three QoS
parameters related to the measurement of QoE. QoE is in turn measured using an
objective method, VQM [33].

We used end-to-end testing, featuring a VLC video server (source node) and VLC client
(destination node [34]) and a scenario made up using drone swarms. It includes elements

https://ns3-code.com/ns3-download/
https://ns3-code.com/ns3-download/


Appl. Sci. 2022, 12, 8375 6 of 18

related to the swarm characteristics, control unit devices and managing the information
and data obtained on each of the missions (See Figure 1).
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Figure 1. Flying ad hoc networks and an environmental natural disaster.

If we consider the swarm element, the swarm drones (five drones) have the following
characteristics: they are dust resistant and waterproof; they have a longer battery life for
longer flights; each drone weighs 250 gr and has an HD camera system with a resolution of
1080 × 720 pixels and 180-degree sensor coverage; they can reach a maximum height of
80 m and a maximum speed of 20 m/s; and they have 60 min of absolute flight autonomy
and all around-terrain coverage of 40 m. As for the control unit, each swarm has been
designed to fulfil a specific flight mission (Environment), which has to be previously
programed directly from the control unit.

Each control unit contains algorithms inspired by pre-existing nature swarms, (known
as bio-inspired), leading to correct mission development and to improve the collective
intelligence of each swarm. In terms of nature-based algorithms, we used both genetic
and particle optimization-types. The type of mission examined in this paper focuses on
the identification natural disasters (fires, landslides, floods etc.) in forest and jungle areas;
access to hard-to-reach zones and the monitoring of identified areas.

In terms of managing the data obtained, this mission makes it possible to establish
a medium level of scalability, the usual mash-up between the cloud and the distributed
architecture. On the other hand, this swarm has a loading and unloading station that makes
it possible to increase its general level of autonomy to over an hour [35]. We selected this
configuration in order to provide end-to-end quality of service in flying ad hoc networks
(VLC video server to VLC client)—in our case, source to destination [36].

To select the videos, we considered the following measures; these measures are impor-
tant to provide quality of experience (QoE):

1. Spatial Information (SI) is a measure of the amount of spatial detail in the image. This
is generally higher for complex scenes, i.e., scenes with more objects or borders in a
frame sequence yield higher SI values [37].

2. Temporal Information (TI) is a measure of the amount of temporal changes in a video
sequence. In general, TI is higher for high movement sequences [38].

We defined the following ranges for using each model with its respective type of video:
(a) Low motion—SI: [30, 40], TI: [5, 10]; (b) Medium motion—SI: [60, 70], TI: [5, 10]; and
(c) High Motion—SI: [50, 60], TI: [15, 2]. These were empirically obtained from a systematic
review of the 14 databases.

Table 2 presents the VQM-to-MOS conversion table obtained for our case. The values
for each rank depend on the spatial–temporal characteristics of the video.
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Table 2. Ranges for each type of video.

MOS C00 I00 B00

5.0 ≥2.3969 ≥0 and <1.38 ≥0 and 5.279
4.0 ≥3.3146 and <8.8325 ≥1.38 and <3.00 ≥5.279 and <7.8857
3.0 ≥8.8325 and <10.1588 ≥3.00 and <3.71 ≥7.8857 and <9.3556
2.0 ≥10.1588 and <0.8856 ≥3.71 and <4.59 ≥9.3556 and <9.9935
1.0 ≥10.8856 ≥4.59 ≥9.9935

Figure 2 presents a screenshot of the video clips recorded, together with a motion
classification (Low/Medium/High).
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We define the videos in order to provide QoE as follows:
The first video (C00) features people, objects or people (not moving or static, Figure 2a)

at the top). The second video (I00) features limited movement (Figure 2b) in the middle).
The third video (B00) features people, objects or things in motion (Figure 2c at the bottom).

4.2. Experiment

In such experiments, we considered the following elements: (a) factors (QoS param-
eters), (b) response (QoE associated with the video), (c) sample size and (d) number of
tests. The type of experimental design that satisfies the requirements is a response surface
methodology (RSM). To determine the type and number of videos (runs) to be performed,
a central composite design (CCD) with three factors with an alpha (α) equal to two was
selected. The alpha value was selected so that the QoS values for each video were integers
that could speed up the configuration of test.

The CCD is a factorial or fractioned factorial design with three types of points (factorial
portion, axial points and central points) [39]. These elements must be related to the quality
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of services (QoS) parameters used in CCD, such as the delay, jitter and packet loss as these
are the parameters that most affect the quality of video [40].

4.3. Experiment Execution

The procedure for executing the experiment was as follows:

1. For each execution, we configured the QoS parameters according to the values ob-
tained in the CCD. For example, the QoS parameter configuration was as follows:
delay: 325 ms, jitter: 0.0045 ms and packet loss: 0.0045%.

2. Once the QoS parameters were set, we transmitted the video from the VLC server
(source node) to the VLC client (destination node). The video was stored in the VLC
client’s cloud [41]. This was in order to perform the QoE measurement using VQM.

3. The QoE of the transmitted video was measured using the MSU Video Quality Mea-
surement Tool. Following this, we compared the quality of the received video in the
destination node with that of the original video (source node) using a VQM algorithm.
This process can be repeated for the “N” executions of each video, and the entire
experiment was repeated at least twice [42].

The values configured to perform the simulation are presented in Table 3.

Table 3. Simulation data for streaming video on FANET using a drone.

Parameter Value

Simulation time 100 s

Simulation area 600 × 600 × 200

Number of UAVs 5

UAVs speed 15 m/s

Transmission range 60 m

Routing Protocol AODV

Transport Protocol TCP

Internet Protocol IPv6

Video highway

5. Variance Analysis

We performed a statistical analysis (Variance Analysis) and generated the response
surface using [43]. A significance level of 0.05 (Alpha (α) = 0.05) was used for the
statistical analysis of the data; we defined this value in order for the test to be rigorous
in the statistical perspective.

Table 4 shows the model obtained for each video. The rows present the coefficients
associated with each term in the model, the factors exhibiting statistical influence and
the calculated R-squared value for each model. These illustrate that the factor exhibiting
statistical influence on the three videos is packet loss, which is one of the most critical
factors when transmitting video.

Table 4 also shows the constants associated with each term in the proposed models,
including terms that exhibited a statistically low contribution to each model. Terms with
a low contribution were not removed from the final model in order to retain the initially
calculated R-squared value. This establishes that each model explained the variability of its
data with a confidence level of close to 80% [44].
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Table 4. Summary of the results for each model. “Factor” presents each factor with its constant.
“Model” presents the value of each constant for each model.

Factor
Models

C00 I00 B00l

β0 3.89 0.65 0.55
β1 (D) −3.19 × 10−3 0.35 × 10−3 2.28 × 10−3

β2 (J) 85 254 355
β3 (PL) 18.1 −5.8 68.1
β4 (D2) 6 × 10−6 −1 × 10−6 0.0
β5 (J2) −11,937 −8890 −10,248

β6 (PL
2) −79.1 30.1 −121.9

β7 (D ∗ J) −0.082 −0.069 0.0238
β8 (D ∗ PL) 0.012 0.0275 −0.0252
β9 (J ∗ PL) 2020 −698 −1666

Factors with statically
influence in the model D, PL, D2 PL, D ∗ PL PL J2, D ∗ PL, J ∗ PL

R_Squared 84.23% 79.59% 88.56%
D: Delay, J: Jitter, PL: Packet Loss.

We do not propose a single model to evaluate QoE, as other types of constants need
to be introduced to the model. Such constants are necessary to maintain the model’s R-
squared value at a high level, and, in some cases, the calculated constants are based on the
videos used to generate the data, or on the conditions of the user environment. With the
models proposed in Table 4, it is not necessary to consider external variables (screen size,
type of service, variables calculated with subjective tests etc.), which means that the model
can be applied online only by obtaining the values of the QoS parameters (delay, jitter and
packet loss) from the video stream.

The QoE value yielded by our proposed models is within the VQM scale and must,
therefore, be converted to a MOS rank for convenient interpretation of the obtained results.
The conversion is performed using the Video Quality Assessment Mapping (VQAMap)
procedure discussed in [40], which makes it possible to map an arbitrary scale to a MOS rank.

Figure 3 summarizes the methodology used for model generation. The graph on the
left shows the inputs for our proposal; the QoS factors are shown on the x-axis, and the
objective method to assess video QoE (VQM) on the y-axis. Thus, we decided to use RSM
(Response Surface Methodology) together with CCD (Central Composite Design) to define the
experiment to produce the data. RSM yielded a second-order model (Equation (1)), and CCD
defined that “N” executions will be performed on each video. Each execution features a four-
value vector: Delay, Jitter, Packet Loss and QoE value measured through VQM (QoE_VQM).
These vectors were used to create the models (See Table 4, Equation (14)). The proposed
models output QoE in the VQM scale; therefore, the VQM-to-MOS scale block maps the VQM
value obtained from our models to its MOS equivalent using VQAMap.
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We provide a flow chart at the end the next section to explain the process followed to
obtain the models described in Figure 3.

6. Methodology for QoE/QoS Models

The Video Quality Expert Group (VQEG) proposed a plan of tests to validate the per-
formance of the different models proposed [45]. This plan allows a performance evaluation
taking three factors into account: the (i) Prediction Accuracy; (ii) Prediction Monotonicity
and (iii) Prediction Consistency [46]. The process followed for each aspect compares the
results obtained from the proposed model to data obtained from subjective tests.

1. Prediction Accuracy is expressed by the Pearson linear correlation coefficient (PLCC) and
root mean square error (RMSE). PLCC can assume values between −1 and +1; values
closer to either −1 or +1 indicate higher accuracy. −1 implies a completely negative
correlation, zero implies an absence of correlation, and one implies a completely positive
correlation [47]. The root mean square error (RMSE) is calculated based on quality
estimation errors (i.e., the observed values and modelled values). It can assume values
between zero and five; a value closer to zero indicates higher accuracy.

2. Prediction Monotonicity is expressed by the Spearman rank order correlation coef-
ficient (SROCC) (also known as Rho of Spearman), which assesses the monotonic
relation between two variables. In a monotonic relation, the variables tend to change
simultaneously, albeit not necessarily in a constant, linear or logarithmic manner.
The Spearman coefficient is calculated based on the data pair X, Y, and its value lies
in [−1, 1]; here, −1 signifies that X can be represented as a declining/diminishing
monotonic function of Y, and one signifies that X can be represented as an increasing
monotonic function of Y [48].

3. Prediction Consistency is expressed by the Outlier Ratio (OR), which is defined as the
percentage of the number of predictions that lie outside ± 2 standard deviations of
the results of the subjective tests. If N is the total number of data and N′ is the number
of atypical values, the percentage of atypical values is obtained by OR = N′/N. OR
values lie between zero and one; zero implies the highest consistency [49].

In our tests, each observer assessed a total of 70 videos (six test sequences, four
sequences without distortion and sixty distorted sequences). We used the absolute clas-
sification with hidden reference (ACR-HR of recommendation ITU-T P.910) method to
assess the video sequences, with a quality scale of nine levels. The video assessment was
conducted in order to satisfy the requirements of Recommendation ITU-R BT.500-13. The
lighting conditions and television screen were calibrated using an X-rite Color Munki
Display A 32-inch Samsung (UN32D6000) television set with a native 1080 p resolution.
The distance between the screen and observer was three times the height of the image [50].

The model did not consider the sequences used to train the observers nor the post-
processing of the subjective scoring system. The results for all the evaluated videos were
recorded in a database, and the assessments obtained were processed to obtain the score as-
sociated with each video. Table 5 presents the results obtained by comparing the responses
of the three proposed models with the subjective test results.

Table 5. The results of the performance tests for the proposed models.

Models

Performance Factors C00 I00 B00

PLCC 0.566 0.772 0.825
SROCC 0.491 0.603 0.413
RMSE 0.4546 0.3147 0.3236

OR 0 0.25 0.066
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7. Discussion

Our analysis of the results revealed the following: the model with the lowest fidelity
was the C00 model; the results of PLCC and SROCC indicated a weak positive correlation,
where the OR was zero and the RMSE was 0.4546. The model with the highest fidelity was
the B00 model; PLCC and SROCC indicated a strong positive correlation, and the OR was
0.066%, which is very low.

The results for each model were mapped to a MOS rank using Table 2. We show only
Figure 4 (B00 model) as this is the model with the highest level of movement and the one
with the highest PLCC. In this model, the delay was set to a constant value of 400 ms
(according to rec. 1541 [51]), and the other two parameters were randomly set. Figure 4
illustrates that packet loss influences the model; for packet losses higher than 0.1%, the
MOS began to reduce to three. For this type of video, packet loss exerts a large influence on
QoE owing to the high level of movement. Therefore, only the very low packet loss values
(below 0.05%) yielded MOS measurements higher than four.
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A joint analysis of Figure 4 and the results in Table 5 demonstrate that the B00 model
interpreted the conducted subjective tests by 85.3%; this is coherent with the results obtained
from the model through simulation, wherein the model yielded an MOS close to 3.0 for high
values of packet loss. For this type of model, a MOS less than 4.0 indicated a low-quality
video because packet loss significantly affected the video quality, producing pixilation and
jerky movements.

Simulations with the I00 and C00 models allowed us to verify that the QoS parameters
in Table 4 had the greatest influence. The results obtained reveal the possibility to use the
proposed models in environments where the online calculation of QoE is desirable, allowing
a service provider to adjust the network parameters in order to prevent user complaints.

Our models were designed based on the distortion of transmitted videos in an emu-
lated environment, with simultaneous variation of the three QoS parameters. As shown in
the related work section, our approach has a series of advantages over earlier models, given
that, in certain proposals, the videos in the video files were distorted without transmission,
or, in other cases, the authors did not explain how to introduce distortion in the videos
used in their proposals [52].

8. Algorithm Used to Achieve QoE/QoS

Finally, in Figure 5, we present the flowchart of the process to allow other researchers to
implement the proposals based on other network parameters. Figure 5 is explained as follows:
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Step 1: Researchers decide to either record their own videos (step 1A) or select videos
from a public database (Step 2).

Step 3: Select the desired type of model (experimental design). Upon selecting the type
of mathematical model, researchers will be able to implement the experimental design.

Step 4: Select the number and type of QoS parameters to include in the model. Other
types of network parameters may also be used.

Step 5: Execute video treatment according to the available resources. If hardware and
software resources are available, researchers can implement a test (Step 5A) to introduce video
impairments. If only software resources are available, simulation tools may be used (Step 6).

Step 7: Select a method to assess the video QoE. Subjective or objective methods may
be selected.

Step 8: Execute the method and data collection. The experiments are executed with
the number of executions defined in Step 3.

Step 9: Conduct the data analysis using statistical tools.
Step 10: A preliminary model is obtained, which can be evaluated for performance.
Step 11: Select the type of performance evaluation for the proposed model. Subjective

(Step 11A) or objective methods (Step 11B) may be used.
Step 12: Performance threshold. Performance factors, such as PLCC and SROCC, are

analyzed. If the selected performance metric is greater than or equal to 0.5, the researchers
have obtained the final version of the model (Step 13). Otherwise, the procedure must be
repeated from Step 3.
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9. Future Trends: Drone Data Services

We provide our own service platform (see the list of services for the end customer in
the Table 6) to analyze the data and provide the end customer with a personalized service
tailored to the environmental needs, whether preventive, palliative or resolute.

Table 6. Drone data analysis.

Offering Services for Data Analysis and End Customer Loyalty

Description
Environment

Basic Medium Pro

Flight data management yes yes yes
Swarm management yes yes yes
Genetic algorithms yes
Bee algorithms yes
Ant algorithms yes
Bird algorithms yes
Molecular algorithms yes
Mission planning yes yes yes
Budget management and control yes
Storage yes
Administration tools yes
Multimedia services yes yes
Security, identity and compliance yes yes
Machine learning yes
Analysis yes
Augmented and virtual reality yes yes
Application integration yes
Business Productivity yes
Streaming and desktop
application yes

Cloud IoT yes
Intelligent Data Analytics yes
Reporting yes yes
Data Driven decision making yes
Backup yes yes yes
Image editing yes yes yes
Pilot training yes yes yes
Photogrammetry training yes yes
Rendering
Customization
Other yes
Personalization yes
refurbish yes
Multimedia services yes yes
Risk measurement implemented yes
Score delivered by
environmental audit yes

Environment performance
indicators yes

Operational performance
indicators yes

Environment performance
indicators yes

Environmental situation
indicators yes

Services level

Data collection: The swarm with a programmed mission will collect information on
the environmental problem—in this case, the landslide. This will be done in real time.
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Data processing: The platform is used according to the contracted services to process
the images and provide information in detail of the site where the landslide has occurred.

Data usage: The service platform allows the use of artificial intelligence and different
algorithms for an adequate use of the information.

Execution: The platform allows improving the work of the data for an adequate manage-
ment of environmental information, especially in situations of environmental problems.

9.1. Quality of Experience and Data Analysis in Environment Sector

The main idea is to build customer loyalty with excellent services classified in four
categories according to the needs of the end customer (Basic, medium, pro and plus), so as
to provide a personalized and tailor-made service according to the environmental problem
(in this case, landslides and environmental problems).

With this service proposal, we can provide a better data analysis and thus provide
palliative, preventive and resolute solutions when situations that have a negative environ-
mental impact are generated. This service offer is a complement to a mixed analysis of
the quality of the experience, and thus we can use our mathematical model, swarm data
analysis and customer surveys for customer loyalty and quality of service.

9.2. Environment Sector

Basic Services include elements related to the swarm characteristics, control unit
devices and with the management of information and obtained data on each one of the
missions, as well. Regarding the swarm’s element, all the drones have the following
characteristics: each drone is dust and water proof with a longer battery life for longer
flights, weighs 250 g and has an HD camera system with a resolution of 1080 × 720 pixels
and 180-degree sensor coverage; they can reach a maximum height of 80 m and a maximum
speed of 20 m/s; and they have 60 min of absolute flight autonomy and all around-terrain
coverage of 40 m.

As for the control unit, each swarm has been designed to fulfill a specific flight mission
that has to be previously programed directly from the control unit. Each control unit
contains algorithms inspired on pre-existing nature swarms, (known as bio-inspired), which
facilitates the correct development of the mission and improves the collective intelligence
of each swarm. Regarding some of the nature-based algorithms, there are genetic and
particle optimization types. This specific type of service is focused on the identification of
forest and jungle areas, access to hard-to-reach lands and the monitoring of identified areas.
Regarding management of the obtained data, this service allows establishing a medium
level of scalability with interaction between the cloud and the distributed architecture.

Intermediate Services: The intermediate one includes the same elements that constitute
the basic service (swarm characteristics, control unit devices, management of in-formation
and obtained data) with a few changes in the quality on each one [53].

Advanced services: As with the intermediate and the basic service, the advanced service
counts with the same kind of elements (swarm characteristics, control unit devices, manage-
ment of information and obtained data) with some improvements and better quality [54].

Plus and extra services: multimedia flight data management, mission planning, budget
management and control, storage, administration tools multimedia services, security, identity
and compliance, machine learning, block chain records, augmented and virtual reality, ap-
plication integration, business productivity, streaming and desktop applications, IoT clout,
intelligent data analytics, reporting, data-driven decision, backup, image editing, swarm pilot
training, photogrammetry training, swarm customization, rendering-reconditioning of the
swarm, hybrid drones with solar panels in the housing, charging and recharging stations,
grapheme batteries, collective intelligence and in-flight machine leading.

Swarm characteristics: All drones have the following characteristics: water and dust
resistance, high temperature resistance, resistant control screen, flight stabilization, weight
of 200 g per unit, UHD 4K camera, longer battery life for longer flights, sensor coverage of
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360 degrees, a maximum speed of 80 m/s, a flight high-limit of 120 m, a coverage of 80 m
and 120-min of absolute flight autonomy.

Control unit: The advanced service counts with all of the bio-algorithms mentioned
(genetic ones, particle differentiation, bees and ants). This type of service is focused on forest
fire detection, the identification of its possible causes, fire risk mitigation, photographic
records and night-based navigation.

Management of the obtained data: this service allows to establish a medium level of
scalability, the acquisition of a mash-up between the cloud and the distributed architecture,
the storage of structured, non-structured data on a distributed platform, an advanced
analysis functions with computing power, obvious accessibility and analytical capacity
derived from a more specific algorithm.

10. Conclusions

Three proposals for models developed through an instrumental QoE paradigm approach
were presented to measure QoE using swarms of drones connected via a flying ad hoc network
to perform a mission and provide quality of experience in a natural disaster service.

We found that it was not necessary to use subjective tests to obtain data in the creation
of the models when using the QoE instrumental paradigm approach. The proposed models
make it possible to obtain a measurement of the QoE of an online video without the need
to compare it with the original video, which means that the required computing power is
not high. In addition, QoE can be measured directly on the video transmitted over the ad
hoc network, without the need to decode it or collect information about the transmitted
video at the bit level.

With the model performance, it can be deduced that: (a) there is a close relationship
between QoE and QoS, (b) the QoS parameter that most influences the QoE of a video
is packet loss, (c) distortions are more visible depending on the type of video, and (d) in
videos with a greater amount of movement, the distortion is more noticeable.

With this work, the following contributions were made: (a) from the quality of the
experience, a mathematical model of the quality of the service was obtained, (b) using the
end-to-end NS simulator, the design of the experiment was built, (c) a methodology was
developed for the mathematical and statistical analysis of the information obtained, (d) an
algorithm was designed to obtain the quality of the experience for end-to-end video traffic,
based on service quality metrics, and (e) a proposal for future work was presented for the
data analysis in a physical environment and applied to the environmental sector.

11. Future Work

Future work is to implement a test protocol to more precisely define the time–space
characteristics for the use of each model to evaluate QoE. Doing this would allow an
increased use range of the proposed models. Future work also includes performing a
performance validation test of the proposed model and to compare this with the models
presented in the “Related Works” section in order to analyze the fidelity and performance of
the proposed model. At the final part of this research, we did not conduct those performance
tests because our work was dedicated to validating the model fidelity using the test protocol
proposed by VQEG and correlation tests with SSIM and PSNR.

To conduct those performance tests, it is necessary to implement a test plan or to have
simulation tools to continue feeding the designed database with new videos that contain
many distortions rather than only the distortions caused by QoS parameters modification.
The database update is important because some databases are outdated or they provide
scarce technical information. To present an improved version of the proposed models, we
can analyze the performance of the proposed models by comparing the obtained results to
PSNR and SSIM, and, based on the results of the last item and aiming to improve the fidelity
of the models, we must obtain new video sequences in YUV format, so that encoding does
not affect the video quality upon transmission in the testbed.
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In addition to the proposed models, we designed a database as a result of the tests
applied to the three proposed models. It contains over 48 videos evaluated subjectively;
each video features distortions produced by its transmission in a laboratory environment
with three QoS parameters being modified. This database will be online for the research
community in a short time. We are also working toward adjusting the spatial–temporal
range of each type of video in order to analyze each model performance. This document
is focused on the quality metrics of the user experience and service, methodology and
mathematical model. The details of the registration and transmission processes of the
FANET network are found in an already accepted article and will be published very soon.

In [55], the alignment of subjective network parameters with network performance is
proposed. Establishing a relationship between the conclusions of that work with the results
of the research presented here would be enriching.

A new quality-of-experience-driven rate adaptation approach for adaptive HTTP
streaming was presented in [56]. Their research was conducted in wireless network environ-
ments and demonstrated that the proposed mechanism could maximize QoS, particularly
when the performance was variable. That document was focused on the quality metrics
of the user experience and service, methodology and mathematical model. The details of
the registration and transmission processes of the FANET network are found in an already
accepted article and will be published soon.
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