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Abstract: Eye tracking technology has been continuously researched for application in various fields.
In the past, studies have been conducted to interpret eye movements in 3D space in order to solve the
problem of not being able to find the centre of rotation of the eye. In this paper, we propose a novel
pre-processing method for eye-gaze tracking by monitoring the front of the face with a camera. Our
method works regardless of the distance between the eye and the camera. The proposed method
includes an analysis technique that simplifies conventional three-dimensional space analysis to two
dimensions. The contribution this work presents is a method to simplify gaze direction detection.
The errors in our model’s estimations appear to be under 1 pixel. In addition, our approach has an
execution time of less than 1 s, enabling an adaptive model that responds to user movements in real
time. The proposed method was able to overcome various problems that methods in existing studies
still suffer from, including accurately finding the rotational centre of the user’s eye-ball. Moreover,
even when a user’s pupil can only be monitored from a distance, our approach still makes it possible
to produce accurate estimations.

Keywords: Human Pupil Orbit Model; ocular motor model; ocular rotational centre; eye-tracking;
gaze direction angle

1. Introduction

Eye tracking technology detects the direction of a user’s gaze in real time. This
technology is used in various fields, such as for analysing user emotions and behaviour by,
for example, analysing how long a subject’s gaze remains looking in a specific direction or
how the gaze may follow a certain path of movement [1,2]. In addition, this technology can
be applied to daily life, such as configuring a smart home environment to combine a human
interface device with Internet of Things technology to control various devices such as
personal computers or smart televisions [3,4]. Further, various studies are being conducted
by applying eye tracking technology in the medical field. A representative example is the
video-oculography developed by Alfred Lukiyanovich Yarbus for the purpose of research
on small eye movements and visual exploration of objects and scenes [5]. This technology
has been differentiated into various fields and, in recent years, research has been conducted
to predict eye movement diseases [6]. In addition, it has been applied to diagnostic
equipment such as fundus cameras and magnetic resonance imaging [7,8]. Recently, with
the development of the metaverse technologies such as virtual reality, augmented reality,
and extended reality, research has been conducted for convergence with reality in various
fields [9]. In particular, research is being combined to project physical activity in the real
world onto the metaverse such as motion-tracking and eye-tracking technologies [10–13].

There are two main types of eye-gaze tracking technologies. One uses electrodes
and the other uses cameras. The electrode method uses biosignal processing by attaching
sensors around the eyes and acquiring an electronic signal representing eye movements [14].
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The other method uses a camera by either recording a close-up of the subject’s eyes or by
photographing the whole front of their face then analysing these images. One method that
is able to track the gaze from close to the eye, uses a smart lens from which laser light is
emitted, and another method uses the position of any glint created in the eye by a near-
infrared light source attached to glasses the user wears [15,16]. Using cameras that record
the entire front of the face has been studied as a method of tracking gaze, which is achieved
by analysing the shape of the pupil or iris using certain image processing technique from
the recorded images [17–19]. Furthermore, research has been conducted into a method of
tracking the gaze using the glint that reflects due to a light source directed at the iris [20–24].
As such, the eye-tracking research area has been a subject of continuous research to find
a method to improve accuracy. The problem has previously been tackled using various
sensors, structures, and phenomena. However, these studies are all limited in that the eye’s
ocular rotational centre point (ORCP) cannot be found. For this reason, various methods
considering ORCP have been proposed, and studies that directly estimating 3D pose of the
eyeball in the camera scene using the facial-model and the eyeball-model have been mainly
conducted [25–28]. Recently, an improved method of fitting an eye model by analysing the
shape of the pupil in 3D space has been proposed [29]. This approach was taken with a
view to applying it to a head-mounted eye tracker system where the distance between the
camera and the eye was very close due to the head-mounted design.

In this paper, we propose a novel pre-processing method for eye-gaze tracking based
on recording the front of the face that works regardless of the distance the camera is placed
from the eye. This innovative process occurs in between acquiring the pupil shape and
making the final eye gaze direction determination. The proposed method acquires a set
of points locating the pupil in three-dimensional coordinate space. We named the model
for acquiring these set of points the Human Pupil Orbit Model (HPOM). The specific
contribution of this work is a method that simplifies the gaze direction detection process.
The HPOM uses mathematical principles to systematically analyse the shape and attitude
of the pupil in 3D space before simplifying it to an estimate in 2D space. In this paper, we
demonstrate that HPOMs can be constructed by a two-dimensional simplification method
we present by performing experimental simulations. After estimating the HPOM, the gaze
direction can simply be detected based on the two-dimensional centre point of the pupil
being projected onto the camera.

2. Materials and Methods
2.1. Theoretical Background

The pupil is a circular hole on the surface of an eyeball that is surrounded by the iris.
Information about the shape or color of an object is transmitted through the pupil to the
visual nerve. The pupil is a black circle regardless of race, age, or gender. It is well known
that when the eye gazes at an object, it rotates about a central point inside the eye so that
the pupil can be directed at the object in question.

Joseph L. Demer and Robert A. Clark observed the rotational movement of the eye
using magnetic resonance imaging. This led to the ORCP reporting an average position
change of 0.77 mm when the eye moved in the abduction direction, and a change of 0.14 mm
when the eye moved in the adduction direction [30]. Their study showed the pupil moves
along an ellipsoid orbit and the distance between the Pupil Centre Point (PCP) and the
real ORCP changes according to the gaze direction. However, when one uses a camera to
observe eye movement, the pupil is seen to move along a spherical orbit. This is because
when an object is photographed, the light from the object passes through the camera’s
lens where distortion occurs according to the law of refraction. In addition, the image of
the distorted object is then projected onto the camera’s image sensor and converted into a
digital image through an analog-to-digital converter [31]. Due to the characteristics of the
lens and those of the analog-to-digital conversion process, the camera turns an area that is,
in reality, only several millimetres into an area of several centimetres. This is because the
size of 1 pixel depends on the distance from the object combined with the distortion of the
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object’s shape caused by the camera and lens. The HPOM is designed to overcome these
problems by converging the pupil to the correct point on a sphere. This can be achieved by
estimating the pupil’s position based on interpreting its elliptical shape. In order to create
the three-dimensional HPOM, the shape of the pupil, which deforms into elliptical shapes
according to gaze direction, is analysed and its position converted into three-dimensional
coordinates. The positional relationship between the ORCP and the three-dimensional PCP
can then be analysed [19].

2.2. Eye Movement Observation Environment

The environment was based with a camera pointing to the front of the human’s face
while its movement was fixed. After that, data was obtained while only the movement
of the eye was allowed. This is because if the spatial pose of the human’s face changes,
the positional relationship with the camera changes. However, when applying to the
Head Mounted Display that included the eye tracking technology used for the Augmented
Reality technology and the Virtual Reality technology, there is no need to consider this. This
is because even if the spatial pose of the face changes, the camera is fixed on the face and
the positional relationship does not change. Consequently, the proposed method requires
constancy of the positional relationship between the camera and a human’s face.

In addition, the camera should be positioned so that the whole shape of the pupil can
be observed because, the proposed method includes shape analysis of the projected pupil
onto a camera (PPC) according to the change in the gaze direction. Furthermore, if both
eyes of a person are photographed at the same time using a single camera, the PPC data
must be classified left and right, and the analysis must be conducted for each.

As a final point, calibration is required for the optics distortions caused by the camera’s
lens [31]. This is because the shape of the PPC can be deformed due to optical distortion,
which can result in errors in HPOM estimation.

2.3. HPOM Design

When HPOM is set based on the eye being a sphere, the relationship between the
ORCP and PCP satisfies a sphere Equation (1). This can be expressed in the spherical
coordinate system shown in Figure 1. The gaze direction is indicated by the g-axis that
originates from the ORCP to terminate at the PCP. When the g-axis is oriented in any given
direction, the positional relationship between the PCP and ORCP can be described by
a radius R and angles θ and φ as commonly seen in spherical coordinate systems. D is
the line segment of the line connecting ORCP and PCP projected onto the XY plane of
the spherical coordinate system. This can be calculated as shown in Equation (2) using a
trigonometric function. θ is the angle between the g-axis and z-axis. It can be expressed as
an angle in the range of 0 to π. φ is the angle formed by the line segment D with the x-axis.
It can be expressed as an angle in the range of 0 to 2π.

(xORCP − xPCP)
2 +

(
yORCP − yPCP

)2
+ (zORCP − zPCP)

2 = R2. (1)

D =

√
(xORCP − xPCP)

2 +
(
yORCP − yPCP

)2
= R× sin θ (2)

2.4. PPC Analysis

The pupil was observed as various elliptic shapes according to the gaze direction. It
can be assumed to be a circle with zero eccentricity when pointed directly at the camera
placed in front of the face [19]. Based on this, two prerequisites were set to estimate the 3D
position of the PCP as follows:

1. The pupil is a disk with zero eccentricity while located on the surface of the HPOM
and being perpendicular to the g-axis.

2. The xy-coordinate system of the camera and HPOM are parallel.
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Figure 1. Relationships between PCP and ORCP in Spherical Coordinates.

Based on the established premise, the three-dimensional position of the pupil is
estimated by analysing the PPC data that includes various elliptic shapes depending on
the gaze direction. When the gaze direction is changed while φ is fixed to 0, the HPOM
observed by the camera can be represented by the x-z section shown in Figure 2. The
shape of the pupil projected onto the camera is shown in Figure 3. When the gaze direction
is perpendicular to the camera, θ becomes 0. The pupil disk is positioned as shown A
in Figure 2. It is projected as a circle with zero eccentricity, as shown A in Figure 3. On
the other hand, when the gaze direction is not perpendicular to the plane of the camera,
the pupil disk is positioned as shown B in Figure 2. This is due to a three-dimensional
rotational movement based on the ORCP as set out in the premise. Due to this, the three-
dimensionally rotated and moved pupil disk is projected orthogonally to the camera,
resulting in the elliptical shape shown B in Figure 3.
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If the gaze direction changes from position B shown in Figure 2 while θ is fixed, the
PPC appears in the form of B being rotated along the z-axis relative to the ORCP, as shown
C in Figure 3. Therefore, θ is the Rotation Angle of the Eye (RAE). This causes a change in
the pupil’s size due to changes in the eccentricity of the PPC and a change in the distance
along the z-axis. φ is the Rotation Direction Angle of the eye (RDA). This causes rotation of
the PPC. In addition, it can be seen that the short axis of the elliptically-changed PPC is
formed at the same angle as the RDA.

2.5. 3D Rotation of the Pupil Disc

Previously, the principle that the eccentricity and rotation of the PPC changes according
to the RAE and RDA using HPOM, was analysed. Based on the results of this analysis,
a three-dimensional Rotation Model of a Disk (RMD) was constructed to analyse the
attitude of the pupil in three-dimensional space. RMD is a model used to observe the three-
dimensional attitude of the eye using images captured by a camera that observes changes
due to the rotation along each axis of the disk in an environment where the xy-coordinate
system of the camera and the disk are synchronized, and a constant distance is maintained
along the z-axis. When the disk is perpendicular to the z-axis of the camera, the initial
attitude of the RMD is set and the attitude of the disk in 3D with respect to the centre point
and the shape projected to the camera is analysed.

Figure 4a,b was obtained by adjusting the initial y-axis rotation angle setting the atti-
tude of the RMD. In Figure 4a,b, the short axis lengths appears to be in inverse proportion
to the rotation angle of the y-axis due to the relationship shown in Figure 5. It shows
the disk attitude before and after y-axis rotation on the xz-plane, showing the formation
principle for the diameters do and dr of the disk projected on the camera. Since the disk is
parallel to the camera plane in its initial attitude, the angle between the rotated disk and
the camera plane is the same as the rotation angle of the disk. Therefore, the length of the
diameter dr projected onto the camera plane when the rotational changes as much as θ

occur can be calculated using Equation (3) based on a trigonometric function. In addition,
the diameter of the disk’s tangent to the y-axis, where the rotation occurs, is the same as
the diameter of the disk regardless of the size of the rotation angle. This appears as the
long radius of the ellipse. Therefore, if it is possible to calculate dr, the short axis of the
projected ellipse after a three-dimensional rotation change, and also do, the long axis, (3)
can be summarized with respect to the rotation angle of the disk, θ, and calculated using
Equation (4).
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Figure 4. Projected result as an ellipse onto the camera after a disk has rotated each axis. (a) The
shape of the projected disk when the rotation of the y-axis occurs. (b) The shape of the projected disk
when the rotation of the y-axis different magnitude from (a) occurs. (c) The shape of the projected
disk when the rotation of the x-, y-, and z-axis are randomly.
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The length of the long axis is constant at do even though θ, the rotation angle of the
y-axis, varies. This is because there is no change in the distance between the camera and
the z-axis in that part of the disk that was in contact with the y-axis at the point where the
rotation occurred. Based on this, it was expected that the length of the long axis would
always be constant even if rotation of the other axis occurred. To confirm this, the result was
projected on the camera as each axis was rotated through all angles, as shown in Figure 4c.
Despite the lengths of the short and long axes of the ellipse changing, as well as the angle
formed with the x axis changing, the length of the long axis remains the same, i.e., do.

dr = do × cos θ (3)

θ = cos−1 dr

do
(4)

∠QRP = 90◦ − RAE (5)
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By reflecting the RMD analysis to PPC changes according to attitude changes of the
pupil disk that were analysed previously, the results can be interpreted according to our
premise, as shown in Figure 6. In Figure 6, points O, P, and Q indicate the ORCP, PCP,
and the position when a line is drawn perpendicular to the z-axis in the PCP, respectively.
Point R is the position where the z-axis is met by a perpendicular line drawn parallel to
the rotated pupil disk in PCP. Since the sum of the interior angles of a right triangle is
always 180 degrees, the angle of QRP can be calculated using Equation (4). Using the same
principle, it can be seen that the rotation angle θ of the pupil disk is the same as the RAE.
Therefore, if lengths of the short axis and the long axis of the PPC are known, the RAE can
be calculated according to Equation (5). Thus, the three-dimensional position of the PPC
can be approximated using the centre point of the PCP and the RAE.
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2.6. Presumptive Background of HPOM

The three-dimensional position of the pupil could be approximated by using PPC
analysis of the previously observed pupil as an ellipse. When the HPOM is a sphere, the
distance between the ORCP and the PCP is constant despite any changes in the 3D position
of the PCP. Based on this, the HPOM can be reconstructed through the process of calculating
the position of the ORCP and the radius of the HPOM using the 3D position of the PCP.

2.6.1. ORCP Inference

When the HPOM is a sphere, the three-dimensional position of the PCP according
to how gaze direction changes is reflected on the surface of the sphere orbit centred on
the ORCP. Figure 7a shows positions of the ORCP and PCP in 3D space resulting from
randomly acquiring n PCPs (Pn) as the gaze direction changes. Since the distance between
the ORCP and PCP is always constant, the position where the ORCP can exist can be
expressed as shown in Figure 7b. This is done with respect to each point P and is expressed
by Equation (6) with a sphere equation. Spheres centred at each point, P, intersect each
other. All spheres intersect at the ORCP.
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The intersection of all spheres centred on each point P in 3D space can be obtained
by considering the intersecting surfaces of the spheres. However, since we can’t directly
acquire the z-axis position of the PCP, it is difficult to estimate the ORCP despite calcu-
lating the equation of the three-dimensional plane where the spheres meet. In order to
overcome this, the variables related to the z-axis position in (6) are summarized as shown in
Equation (8) using Equation (7). This shows the positional relationship between the ORCP
and PCP on the xy-plane in the spherical coordinate system. The transformation process
from Equation (6) to Equation (8) is described as the process of calculating the xy section of
the sphere centred for each point P at the z-axis position of the ORCP, the result of which
are shown in Figure 7c. By Equation (8), the position where ORCP can exist around each
point P is limited to a circle on the xy-plane. This can be expressed as the equation of a
circle (Equation (9)). Circles centred at each point P have radii proportional to RAE. All
circles intersect at ORCP and have a maximum of two intersections with each of the other
circles. A circle with a different RDA always intersects with each other only at the ORCP
regardless of the size of their RAE. For this reason, at least three circles centred on the point
P are required to estimate the ORCP.

The ORCP where all circles intersect can be obtained by considering a straight line
passing through that intersection point where each circle intersects the others. Figure 7d
shows a straight line (Lnm) passing through the intersection of circles centered on points
Pn and Pm. All straight lines intersect at one point and all circles intersect at the same point.
Based on this, in order to calculate a straight line passing through the intersection point of
the circles, Equation (9) of the circle centred on each point P is combined and arranged as
shown in Equation (10). By using Equation (10), the radius of the unknown HPOM can
be eliminated. However, the calculation result of Equation (10) is arranged in the form of
a straight-line equation to obtain Equation (11) when the difference of the constant K in
Equation (10), i.e., the coefficient of the quadratic term, is 0. On the other hand, in the form
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of the new circle equation shown in Equation (12), when K is not 0, this resolves. Since
at least one of the intersection points of the two circles is always an ORCP, the equation
of the newly calculated circle also forms an intersection point in the ORCP. Therefore,
equations of all the circles, newly obtained through the simultaneous process, are divided
and normalized by K in Equation (11), which gives the coefficient of each quadratic term.
When equations of the normalized circle are simultaneously processed, the quadratic term
is eliminated, and all can be arranged in the equation of a straight line (Equation (11)).
Finally, the ORCP estimation is completed through the process of finding intersections of
all the obtained straight lines. In order to find the intersections of all straight lines, these
line equations are divided into a coefficient term, an unknown term, and a constant term.
They can be arranged, as shown in Equation (13), as a determinant. Since the unknown
term is the position on the xy-plane of the ORCP that is to be estimated, the ORCP can
finally be calculated by solving Equation (14) after organizing for the unknown term by
finding the inverse matrix for the constant term. The coefficient matrix that is expressed in
Equation (13) is not a square matrix because of the number of lines for ORCP estimation
is always greater than 2. Thus, the inverse matrix cannot be calculated using a general
method. However, the pseudo-inverse matrix with similar functions to the inverse matrix
can be considered. A pseudo-inverse calculation is an operation that can be used for all
types of matrices and generalizes the inverse matrix operation of the invertible matrix.
It can be applied to an invertible matrix and can be carried out using a Singular Value
Decomposition (SVD) [32]. The coefficient matrix in Equation (13) is an invertible matrix
because of every line for estimating the ORCP are crossed at a point. In conclusion, the
ORCP can be calculated using a pseudo-inverse.

(xP − xORCP)
2 +

(
yP − yORCP

)2
+ (zP − zORCP)

2 − R2 = 0. (6)

D =

√
(xP − xORCP)

2 +
(
yP − yORCP

)2
= R× sin θ, (θ = RAE) (7)

zp − zORCP = R× cos θ =
D

sin θ
× cos θ =

D
tan θ

, (θ = RAE) (8)

K×D2 − R2 = 0,
(

K = 1 +
1

tan θ2 , θ = RAE
)

(9)

Kn ×Dn
2 −KmDm

2 = 0, (n 6= m) (10)

Ax + By = C (11)

k×D2 = 0, (k = Kn −Km) (12)
A1
A2

B1
B2

...
An

...
Bn

(x y
)
=


C1
C2
...

Cn

, (n = the number of straight line) (13)

(
x y

)
=


A1
A2

B1
B2

...
An

...
Bn


−1

C1
C2
...

Cn

 (14)

2.6.2. HPOM Radius Acquisition

The position of the ORCP on the xy-plane was calculated using the previously approx-
imated position of the PCP. All PCPs centred on the acquired ORCP satisfied Equation (2)
in the xy-plane as shown in Figure 8. The distance between ORCP and PCP on the xy-plane
showed the same change as the sine wave according to the change in RAE. The maximum
distance was equal to the radius of HPOM when RAE was 90 degrees. Based on this, the
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approximate three-dimensional position of the PCP can be reflected in Equation (2) and
summarized as in Equation (15). The radius of the HPOM can be finally obtained by solving
Equation (16), which is obtained the pseudo-inverse matrix of the coefficient term.

sin θ1
sin θ2

...
sin θn

R =


√

d1√
d2
...√
dn

, (n = the number of PCP, θ = RAE ) (15)

R =


sin θ1
sin θ2

...
sin θn


−1
√

d1√
d2
...√
dn

 (16)
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2.7. HPOM Fitting

The accuracy of the HPOM estimated according to the proposed theory is proportional
to the error of the RAE obtained by analysing the PPC. To improve accuracy and stability,
HPOM fitting is performed using the method proposed in this paper on the RANdom
SAmple Consensus (RANSAC) published by Fischler, Martin A. and Robert C. Bolles [33].
The RANSAC method has a feature of repeatedly performing mathematical model estima-
tion by randomly selecting the model Estimation Sample (ES) from the Total Sample (TS)
and deriving an optimal result. As a result, even if the TS contains error samples, it shows
high accuracy. However, there is a disadvantage in that the computational load is large in
proportion to the number of TSs and ESs. Therefore, it is necessary to set the appropriate
number of TS and ES to minimize the computational load with a good performance to
derive an optimal model.

HPOM fitting repeats the hypothesis and verification steps according to the sequence
shown in Figure 9. In the hypothesis stage, ES is randomly selected from TS and HPOM
is estimated according to the proposed theory. The number of straight lines that can be
calculated in the ORCP estimation process is proportional to the number of ES. Therefore,
when the ORCP is estimated using many samples, an equation of a straight line with the
same slope can be obtained. Lines with the same slope may cause high computational load
and errors because of the innumerable intersections with other lines that appear. Hence, it
is necessary to consider the slope in the process of calculating the equation of the straight
line. Minimum Difference of Gradient (MDG) is used as the variable to exclude equations
of straight lines that have the same slope. When the difference between the slope of the
newly calculated line and the slope of the previously calculated line exceeds the MDG, it is
used for the ORCP estimation. If the MDG is set to ±1 degree, the maximum number of
straight lines that can be obtained is 359, even if there are a huge number of samples.
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In the verification step, error determination is carried out. TS samples satisfying the
HPOM estimated in the hypothesis step are classified as inliers. The quantity of these is
acquired as a cost. Error determination is performed by examining the distance on the
xy-plane of the ORCP using determination of the object sample and using the RAE of the
determined object sample found in Equation (2). However, since the shape of the pupil
observed by the camera might be distorted according to the characteristics of the lens, an
error in the RAE may occur. Therefore, the Allowable Angle Error (AAE) is reflected by
a range variable that sets the allowable error range for the distance in two-dimensional
coordinates of the sample being judged. After that, the measured error of the sample being
judged is calculated according to Equation (2). This result is then compared and classified
as an inlier if it is smaller than the AAE and as an outlier if it is bigger than the AAE. If
the cost obtained by error determination is large compared to the maximum cost, samples
classified as inliers are stored. This is done so the larger the cost obtained through error
determination, the more similar the estimated HPOM is to the actual HPOM. This process
is repeated and the optimal HPOM is re-estimated using the inlier obtained when the cost
is at its maximum.

2.8. Experiments

The purpose of the experiment we conducted was to verify the validity of the theory
proposed in this paper, and was also to analyse the influence of variables in the fitting
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process. Distance units are expressed in pixels because the pupil is acquired using the
camera where distance is measured by pixels. We retained the unit of pixels in order to
avoid the complication of a separate conversion process.

The experiments build on the procedure in Section 2.7 and are simulated by generating
virtual data on the assumption that data is obtained based on the suggested environment
in Section 2.2. The number of ES refers to the number of samples used to estimate the
initial model in the hypothesis stage of the RANSAC method. This number of samples
determines processing time, accuracy, and flexibility. In the experiment, space was formed
so the x, y, and z-axes were all 500 pixels in size. The simulation data used was acquired
using 3D rotation of the pupil disc. The rotating centre point of a pupil disc was set to be
the centre of coordinate space, while the distance from the disc centre to the space centre
was set to 250 pixels. The pupil disc radius was set to 50 pixels. A total of 100 samples were
obtained for HPOM estimation, this was done by converting random position coordinates
to positions of the x- and y-axes while RAE was recorded using 3D rotations of the pupil
disc. In addition, a dataset of 200 TSs with an inlier to outlier ratio of 1:1 was constructed
by randomly generating 100 pieces of noise data, as shown in Figure 10a. Figure 10b shows
the distances on the xy-plane from the dataset along with the distribution of the RAE.
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In order to analyse the performance of our method according to independent vari-
ables, such as the number of ESs, the values of the AAEs and MDGs, the experiment was
performed by setting the processing time, location and distribution of the average ORCP,
the radius of the HPOM, and the max cost as the dependent variables. The experiment was
carried out over two sessions. In the first session the experiment was verified the validity
of the proposed method and repeated 200 times while gradually increasing the ES as the
independent variable from 3 to 14 in order to check the accuracy of the HPOM estimated as
ES changed. AAE is the tolerance range of RAE, which does not provide flexible estimation
of the model if set to an excessively small range. On the other hand, if AAE is set to a
wide range, the accuracy of the model may decrease. MDG is a variable for the purpose of
reducing the excessive load applied to the system when estimating the HPOM. In order
not to affect the first experiment control variables, AAE was fixed at ±5 degrees and MDG
was fixed at ±0 degree. The results were analysed after performing a total of five sets of
these experiments.

In the second session, the ES was fixed, reflecting results of the first experiment, to
confirm the model’s performance according to changes in the AAE and MDG. Afterwards,
the experiment was repeated 200 times while varying the AAE from 1 degree to 5 degrees in
1-degree increments and varying the MDG from 0 to 5 degrees, also by 1 degree increments.
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3. Results

The experiment was carried out using Visual studio 2017 supplied by Microsoft
(Washington, DC, USA) and Open Source Computer Vision (OpenCV) supplied by Intel
(Los Angeles, CA, USA), an image processing library, on a PC equipped with an Intel
Core i7-7700k CPU manufactured in California of United States and SAMSUNG 64G RAM
manufactured in Suwon-si of Korea on which the programs were configured and the
experiments conducted. The OpenCV library includes various image processing functions
and also provides specialized matrix operation functions.

Table 1 shows the results from the first experiment. The HPOM could not be calculated
successfully when the ES was 3 during these experiments. Therefore, the results were
analysed after excluding results when the ES was set to 3. On average the processing time
for each experiment was about 80 s when the ES was less than 10. The standard deviation
was about ±5 s. When the ES was 14, about 470 s were required, with a standard deviation
of ± 15 s. As the ES increased, the processing time gradually increased. However, this
did not affect the average cost. The estimated ORCP remained constant regardless of the
ES. In Table 1, the distribution of the ORCP, displayed as a distance, shows a tendency to
decrease as ES increases, but when the ES exceeds a certain number, the processing time
and distribution both increase.

Table 1. Performance of HPOM estimation according to ES.

ES
Processing Time

ORCP
Radius Cost

AVG
X Y Distance

AVG 1 (±SD 2) AVG (±SD) AVG (±SD) ±SD AVG (±SD)

4 82,737.40 (4977.1) 250.04 (0.0052) 250.12 (0.0130) 0.0145 249.76 (0.0385) 105.58
5 81,188.50 (2952.3) 250.04 (0.0016) 250.12 (0.0049) 0.0052 249.76 (0.0223) 105.81
7 82,808.70 (2450.4) 250.04 (0.0008) 250.12 (0.0025) 0.0032 249.77 (0.0137) 105.95

10 85,940.50 (2993.2) 250.04 (0.0001) 250.12 (0.0004) 0.0010 249.77 (0.0112) 106.01
14 473,015.30 (15,934.7) 250.04 (0.0004) 250.12 (0.0013) 0.0033 249.75 (0.0354) 106.11

pcs 3 ms 4 pixel pixel pixel pixel pcs
1 Average. 2 Standard deviation. 3 Pieces. 4 Millisecond.

The second experiment was carried out with the ES set to 7, reflecting the average per-
formance from the first experiment. Table 2 shows the results from the second experiment.
The processing time was over 1 min when the MDG was set to 0 degrees, while it was
less than 1 s when the MDG was above 1 degree. Furthermore, the average of the ORCP
and the radius of the HPOM remained constant within a 1-pixel range. The distribution of
the ORCP was most concentrated when the MDG was set to 0, independent of the AAE.
However, the distribution of the ORCP was irregular when MDG was over 0. The average
cost was found to be directly proportional to the AAE without being affected by changes to
the MDG.

Table 2. Performance of HPOM estimation according to AAE and MDG.

AAE MDG
Processing Time

ORCP
Radius Cost

AVG
X Y Distance

AVG 1 (±SD 2) AVG (±SD) AVG (±SD) ±SD AVG (±SD)

1

0 65,471.18 (4831.87) 250.04 (0.01) 250.13 (0.01) 0.02 249.73 (0.00) 99.66
1 435.49 (54.33) 250.04 (0.01) 250.24 (0.60) 0.60 249.76 (0.19) 99.01
2 416.17 (38.90) 250.03 (0.06) 250.00 (0.96) 0.95 249.70 (0.20) 99.04
3 408.20 (49.03) 250.04 (0.02) 250.15 (0.57) 0.57 249.72 (0.18) 98.66
4 404.41 (52.11) 250.04 (0.04) 250.13 (0.67) 0.67 249.73 (0.13) 98.59
5 406.09 (32.96) 250.04 (0.00) 250.20 (0.22) 0.22 249.74 (0.05) 99.11
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Table 2. Cont.

AAE MDG
Processing Time

ORCP
Radius Cost

AVG
X Y Distance

AVG 1 (±SD 2) AVG (±SD) AVG (±SD) ±SD AVG (±SD)

2

0 67,426.65 (3650.09) 250.05 (0.01) 250.13 (0.00) 0.01 249.74 (0.00) 101.11
1 427.34 (29.90) 250.03 (0.02) 250.27 (0.31) 0.31 249.76 (0.10) 100.75
2 418.99 (27.29) 250.01 (0.04) 250.18 (0.49) 0.49 249.74 (0.12) 100.77
3 420.24 (22.65) 250.04 (0.00) 250.31 (0.15) 0.15 249.76 (0.02) 100.95
4 420.30 (24.68) 250.04 (0.00) 250.33 (0.15) 0.15 249.77 (0.02) 100.97
5 412.18 (20.80) 250.04 (0.00) 250.31 (0.15) 0.15 249.76 (0.02) 100.82

3

0 69,890.87 (2856.89) 250.05 (0.00) 250.12 (0.00) 0.00 249.77 (0.03) 102.07
1 427.17 (22.75) 250.03 (0.02) 249.62 (2.26) 2.25 249.67 (0.39) 101.71
2 424.05 (21.86) 250.40 (0.79) 249.83 (2.30) 2.43 249.71 (0.39) 101.93
3 417.55 (29.16) 250.41 (0.73) 250.18 (2.35) 2.45 249.76 (0.42 101.75
4 414.02 (21.30) 250.32 (0.63) 250.61 (2.17) 2.25 249.84 (0.39) 101.92
5 414.53 (22.55) 250.41 (0.73) 250.22 (2.37) 2.47 249.77 (0.42) 101.86

4

0 77,124.54 (3052.17) 250.05 (0.00) 250.11 (0.00) 0.00 249.82 (0.03) 104.21
1 465.78 (50.35) 249.83 (0.82) 250.05 (4.10) 4.17 249.81 (0.67) 103.94
2 457.20 (40.83) 245.42 (15.35) 243.65 (30.37) 33.94 251.44 (4.85) 103.94
3 457.92 (43.86) 250.03 (0.88) 251.10 (3.18) 3.29 250.00 (0.53) 104.08
4 469.09 (48.07) 244.01 (18.78) 245.09 (33.69) 38.48 252.47 (8.26) 103.94
5 466.71 (43.48) 247.53 (12.49) 250.45 (19.14) 22.80 251.09 (5.08) 104.09

5

0 84,060.26 (3084.84) 250.04 (0.00) 250.12 (0.00) 0.00 249.77 (0.01) 105.94
1 530.81 (26.36) 250.09 (0.00) 250.00 (0.78) 0.77 249.74 (0.14) 105.89
2 539.03 (37.21) 250.33 (0.34) 250.81 (1.31) 1.35 249.87 (0.23) 105.88
3 521.91 (21.04) 250.36 (0.29) 250.97 (0.95) 0.99 249.90 (0.17) 105.89
4 520.08 (18.41) 250.37 (0.27) 251.00 (0.86) 0.90 249.90 (0.16) 105.87
5 520.26 (25.56) 250.35 (0.37) 250.95 (1.08) 1.14 249.91 (0.15) 105.73

±degree ±degree ms 3 pixel pixel pixel pixel pcs 4

1 Average. 2 Standard deviation. 3 Millisecond. 4 Pieces.

4. Discussion

We confirmed in the first experiment that the HPOM can be estimated by using the
proposed method and the ES had an effect on the HPOM estimation process. The minimum
amount of accurate data required for the estimation of HPOM was found to be three in
this paper. However, when the ES was three, the estimation of the HPOM failed. This is
due to the random sampling characteristics of RANSAC and the fact that half of the TS
consists of error data. The RANSAC method relies on probability because it randomly
selects a sample in order to estimate the best fit model. Therefore, the probability of
estimating a suitable model is determined in proportion to the error data ratio and the
number of estimation iterations. When, the ES is 3, the probability that all data selected for
estimating the HPOM does not contain errors is less than 1.3%. The number of iterations
is also determined by the ES. The maximum number of iterations when ES is 3 is 35. The
means that HPOM estimation was impossible when the ES was 3, as the probability of
estimating the HPOM accurately is less than 1.3%, and this is unlikely to occur once over the
maximum 35 iterations. Consequently, HPOM estimation is almost impossible according to
the probabilities at play when the ES is 3. In addition, when the ES was set excessively high,
the processing time increased while the accuracy decreased. The increase in processing time
is an expected result of the ORCP inference because the number of straight lines generated
is proportional to the ES. Increasing the ES also causes a growth in the possibility an error
is included in the data sample. Therefore, the ORCP of the estimated HPOM has a wide
spread, as the error proportion of the samples included in the ES increases. Conversely,
when the ES is minimized, the ORCP distribution becomes wide because the mathematical
model of the initial HPOM is only weakly acquired in the RANSAC process. In summary,
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an increase in the number of ESs leads to an increase in processing time of whole process,
and the error sample ratio of ES, but increases the accuracy of ORCP and radius accuracy
of HPOM. In addition, comparing the result of ES is 10 and 14 in Table 1, an unnecessary
number of ESs may cause a decrease in performance. Therefore, it can be said that the
model estimation is more flexible. Consequently, it is vital to set an appropriate ES in order
to calculate the HPOM accurately.

The second experiment was performed by choosing the ES that showed average
performance in the first experiment, i.e., the ES was set to 7, as the ES was set to the
average needed in order to confirm the general tendencies of varying the AAE and MDG
on performance. It was found that processing time and cost both had a tendency to increase
as the AAE was increased. The cost indicates the number of samples required in order to
estimate an optimized HPOM. The samples used for an optimized HPOM estimation were
selected in the RANSAC verification process based on the range of the AAE. Furthermore,
the processing time is unconditionally influenced by the cost. This is because a cost increase
leads to an increasing number of straight lines being used in the ORCP inference section.
Therefore, the cost and the processing time are subordinate to the AAE. On the other hand,
the effect of the AAE on the accuracy of the HPOM cannot be confirmed owing to the
characteristics of RANSAC in that the estimation process is repeated until an optimal model
is found. The MDG affects the accuracy of the HPOM and processing time. A processing
time of over 60 s is seen when the MDG is set to 0. On the other hand, when the MDG is
greater than 0, the processing time is greatly reduced to under 1 s. This result means MDG
accurately satisfied our goal of decreasing the processing time. The accuracy of the HPOM
is almost constant when the MDG is set to 0, regardless of the AAE used. However, the
accuracy of the HPOM is irregular when the MDG is not 0. Setting the MDG to greater than
0 seems to reduce the accuracy of the HPOM estimation. This result is thought to be the
result of a lack of discernment in the method that uses the MDG. The MDG only compares
the angle of straight lines without considering the intersection point in the ORCP inference
section. Thus, lines passing through the ORCP with the same slope are disregarded if lines
that do not pass through the ORCP are first classified as inliers. Therefore, the accuracy
of the HPOM becomes irregular regardless of the MDG when the MDG is greater than 0.
In conclusion, the MDG effectively reduces the processing time, but brings the penalty of
reduced HPOM accuracy.

The accuracy of the proposed method is reliant on the RANSAC method. As such, our
approach relies on the quality and amount of data used for HPOM estimation. In particular,
the amount of data from repeatedly photographing the face may produce satisfactory
estimates, while camera performance affects the quality of data that can be collected. This is
because when the shape of the pupil cannot be accurately identified, pupil shape analysis to
estimate HPOM becomes impossible. In addition, the proposed method needs at least three
images with different eye-gaze directions. This condition is caused by the characteristic
of the RANSAC method. The RANSAC method is a technique for approximating the
expected model that can explain the entire data using a small amount of data. This means
that the RANSAC method has an advantage because the model can be approximated even
though the data contains errors. However, in the hypothesis step of the RANSAC method,
model approximation is not possible if the data consist only of errors or if all data are
identical. This means that the data have not linearity or does not match to the expect model.
Therefore, the proposed method has a same weakness of the RANSAC method.

On the other hand, the proposed method can estimate the HPOM regardless of the
camera’s distance from the face as long as it can acquire the pupil shape. In addition, the
consumption time is very short at 0.4 s. In other words, our method can respond in real
time even when the subject being monitored moves. Incidentally, in this paper, we limited
HPOM to a sphere, but later research is planned where this will be expanded to ellipsoids.
Moreover, we plan to conduct further research with the aim of improving accuracy.
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5. Conclusions

In conclusion, in this paper we present a novel pre-processing method for eye-gaze
tracking based on a camera recording the front of a subject’s face that works regardless of
the distance from the eye to the camera. The proposed method simplified the rotational
movement of the eyeball observed in the camera as RMD analysis. The relationship between
the pose of the pupil in 3D space and the PPC was analysed using RMD analysis. Based
on this, the three-dimensional position and pose of the pupil could be approximated only
with the information of the PPC. Finally, the HPOM could be estimated using the RANSAC
method. The proposed method is performed in a short time of less than 1 s, and it is possible
to obtain HPOM with an error of less than 1 pixel in ORCP and radius performance. The
proposed method not only finds the centre of rotation of the eyeball, which was a problem
in previous studies, but also improves eye tracking method by simplifying the 3D space
into a 2D space. The validity and performance of HPOM estimation were confirmed by
the proposed method through a series of experiments. In addition, the execution time
to achieve this was less than 1 s, enabling adaptive HPOM estimation that responds to
user movements in real time. Moreover, even when the pupil was photographed from a
distance, the HPOM could be estimated. As such, we believe that our method will serve
as the basis for development of single camera eye-tracking solutions as the need for this
grows due to new technologies that depend on this ability.
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