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Abstract: The recommendation model based on the knowledge graph (KG) alleviates the problem
of data sparsity in the recommendation to a certain extent and further improves the accuracy,
diversity, and interpretability of recommendations. Therefore, the knowledge graph recommendation
model has become a major research topic, and the question of how to utilize the entity and relation
information fully and effectively in KG has become the focus of research. This paper proposes a
knowledge graph recommendation model based on adversarial training (ATKGRM), which can
dynamically and adaptively adjust the knowledge graph aggregation weight based on adversarial
training to learn the features of users and items more reasonably. First, the generator adopts a novel
long- and short-term interest model to obtain user features and item features and generates a high-
quality set of candidate items. Then, the discriminator discriminates candidate items by comparing
the user’s scores of positive items, negative items, and candidate items. Finally, experimental studies
on five real-world datasets with multiple knowledge graph recommendation models and multiple
adversarial training recommendation models prove the effectiveness of our model.

Keywords: recommendation model; knowledge graph; adversarial training; self-attention mechanism

1. Introduction

With the development of the Internet, the amount of data is increasing exponentially.
Therefore, it is difficult for users to quickly find information to meet their needs. The
emergence of recommender systems has effectively alleviated this problem. However,
the traditional recommendation system is seriously plagued by the problems of sparse
interaction data and cold starts. Many researchers have introduced the knowledge graph
(KG) [1,2] into the recommendation model to solve this dilemma. Rich semantic associations
can compensate for the sparseness of user historical interaction data. Therefore, the question
of how to utilize the entity and relation information fully and effectively in KGs has become
the focus of these studies.

In recent years, generative adversarial networks (GANs) have developed rapidly
in the field of deep learning due to their powerful ability to learn complex real data
distributions [3,4]. The purpose of a GAN is to conduct an adversarial battle between the
generator (G) and the discriminator (D). The generator focuses on capturing the distribution
of real data, generating adversarial samples, and fooling the discriminator; at the same time,
the discriminator tries to distinguish whether the input samples come from the generator
or not. Therefore, we proposed a KG recommendation model based on adversarial training
(ATKGRM). This method can dynamically and adaptively adjust the aggregation weight
of the knowledge graph, reasonably capture the content information of items, and better
mine item features. Specifically, the model has two modules: G and D. G learns the real
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data distribution in the training data and then generates candidate items. D compares the
user’s scores on candidate items, positive items, and negative items and then identifies
candidate items more accurately.

This paper makes three main contributions:
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MovieLens-1M, MovieLens-10M, MovieLens-20M, Book-Crossing, and Last. FM.
Thus, the effectiveness of the ATKGRM proposed in this paper is verified.

2. Related Works
2.1. Collaborative Filtering Recommendation Model

Collaborative filtering (CF) is a class of methods for predicting a user’s preference
or rating of an item, based on his previous preferences or ratings and decisions made by
similar users. There is a dichotomy of CF methods: memory-based CF and model-based
CF. Memory-based CF has faded out due to its poor performance on real-life large-scale
and sparse data. Model-based CF learns a model from historical data and then uses the
model to predict the preferences of users. With the recent development of deep learning,
neural network based-CF, a subclass of model-based CF, has gained enormous attention.

Huang et al. proposed the CF-NADE [5] model, which shows how to adapt NADE to
CF tasks, encouraging the model to share parameters between different ratings. However,
all results of this work rely on explicit feedback, and explicit feedback is not always available
or as common as implicit feedback in real-world recommender systems. Moreover, it cannot
work on both explicit and implicit feedback, since the network structures are specially
designed for one case. Zheng et al. proposed the NCAE [6] model to perform collaborative
filtering, which works well for both explicit feedback and implicit feedback. NCAE can
effectively capture the subtle hidden relations between interactions via a non-linear matrix
factorization process. Li et al. proposed the NESVD [7] model, where a low-complexity
probabilistic autoencoder neural network initializes the features of the user and item, and
this work addresses the challenge of existing SVD algorithms, which do not fully utilize
the data information. All the above models have cold start problems, and it is necessary to
explore how to incorporate auxiliary information. In this paper, we introduce a knowledge
graph to alleviate the problem of cold starts and data sparsity.

2.2. Knowledge Graph Recommendation Model

Knowledge graph (KG) models for recommendation include embedding-based mod-
els [8–10], path-based models [11,12], and federated learning-based models [13–16].

Embedding-based models can be roughly divided into two categories: translation
distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and semantic
matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, these
models are not suitable for recommendation.

Path-based models utilize meta-paths between entities in the KG for recommendation,
which improves the interpretability of recommendations. For example, PER [21] and
FMG [22] represent the connectivity between users and items to be recommended by
extracting meta-paths between entities in KG; however, these models deal with meta-paths
in KG, relying heavily on time-consuming and labor-intensive manual design.
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The federated learning-based model can be viewed as a hybrid of path-based and
embedding-based models, which combines the embedding representations of entities and
relations with path information in the KG during the aggregation process. Wang et al.
proposed the RippleNet [23] model, in which RippleNet aggregates neighbor informa-
tion by calculating the similarity between items and head entities in the relation space,
thereby autonomously and iteratively following paths in the KG to expand the potential
interests of users. Wang et al. proposed the KGCN [24] model, where KGCN aggregates
neighbor information by computing the user’s preference for relations in the KG and uses
graph convolutional networks [25–27] to automatically capture higher-order structural and
semantic information. He et al. proposed the KGAT [28] model. KGAT aggregates neigh-
bor information by computing the distances between head and tail entities in relational
space and uses the idea of embedding propagation to model higher-order representations
of users and items. The KGCN only considers the user’s preference for relations when
aggregating neighbor information. This paper not only uses the user’s information but
also comprehensively considers the relation and tail entity information, which has better
interpretability. Dong et al. proposed HAGERec [29], which exploits a hierarchical attention
graph convolutional network to process KG and explores users’ latent preferences from the
KG’s high-order connection structure. Wang et al. proposed the CKAN [30] model, which
uses a novel collaborative knowledge-aware attention to process KG and collaborative
filtering information simultaneously.

2.3. Adversarial Training in Recommendation Systems

Adversarial training has been widely studied due to its powerful ability to learn
complex real data distributions. In 2014, Goodfellow et al. proposed the generative
adversarial network (GAN) [31]. GANs are gradually becoming a research hotspot, and
GANs are superior in many tasks, such as image generation [32], image understanding [3],
and sequence generation [4]. With the development of GANs, it has become an inevitable
trend to apply them to recommender systems. Wang et al. proposed the IRGAN [33]
model, in which the generative model selects indistinguishable samples from the sample
set and inputs them to the discriminant model for discrimination, which is mainly used
in information retrieval. The generator generates a discrete item index, which may lead
to two contradictory label values for one index, and it will confuse the discriminator.
The discriminator will send the wrong information to the generator, which degrades the
performance of both. The competition between them does not help to fully exploit the
advantages of adversarial networks. Chae et al. proposed the CFGAN [34] model, whose
generator generates continuous vectors instead of a discrete item index, successfully solving
the above problems. To provide recommendations for new users or items, Takato et al.
proposed the GCGAN [35] model, which combines GAN and graph convolution and
can effectively learn domain information by propagating feature values through a graph
structure. It was confirmed that the GCGAN had better performance than the conventional
CFGAN. It is worth noting that the positive and negative items in the above methods are
randomly sampled, so their quality cannot be guaranteed. Implicit data are inherently
noisy; for example, the interactive item may be purchased by the user out of herd mentality
and may not be the item that the user truly seeks. Therefore, it is necessary to adjust the
sampling model to minimize the misleading nature of the discriminator caused by the
randomness of sampling. In this paper, the popularity sampling strategy is used in the
discriminator to obtain more accurate positive and negative items to select candidate items.

3. Our Model

This section proposes a knowledge graph recommendation model based on adversarial
training (ATKGRM). In this section, we first give an overview of the ATKGRM and then
introduce the generator, discriminator, and adversarial training process in the model
in detail.
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3.1. Model Overview

The ATKGRM consists of a generator and a discriminator. In the generator, a new
long- and short-term interest model is adopted to model user features and item features
and generate high-quality candidate item sets. In the discriminator, to better discriminate
candidate items, we use the popularity-based sampling strategy accurately to obtain the
user’s positive items and negative items and compare the user’s scores on the positive
items, candidate items, and negative items to identify candidate items more accurately. The
performance of the overall adversarial model is improved by a high-quality generator and
a high-quality discriminator.

As shown in Figure 1, for generator G, in order to better mine user features and
generate candidate items for users, user features are divided into two sections. To better
mine item features, it is critical to reasonably capture the item information in the knowl-
edge graph. First, an item-centric knowledge graph is constructed at the item embedding
layer to obtain the vector representations of historical items and target items. Then, in
the user modeling layer, the user representation u consists of the user short-term feature
ushort and the user long-term feature ulong. It filters the L historical items of the user’s
recent interaction, integrating the corresponding location coding information and inputting
it into the self-attention mechanism to obtain the potential relation between the user’s
recent interaction items. The output result takes the mean operation to obtain the user’s
short-term interest. Location coding is added to obtain the effect of the item’s time in-
formation. The long-term interests of users can be obtained through training based on
all historical interaction items. The user representation u is obtained by combining ushort
and ulong through a multilayer perceptron (MLP). Finally, the user score of the target item
yk (k = 1, 2, . . . , K) is predicted by the inner product, and the high-quality candidate item
set is obtained by the sorting score (Rank).
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For discriminator D, first, to better identify the candidate items generated by generator
G, the popularity-based sampling strategy is used to accurately obtain the positive items
and negative items from the interaction item sets and the noninteraction item sets. Then,
the inner product of the user representation u and the positive item vector ep, the negative
item vector en, and the candidate item vector ec are taken to obtain the scores yuvp

, yuvn
,

and yuvc
. Finally, the scores are input into the adversarial training loss function.
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3.2. The Generator
3.2.1. Item Embedding Layer

In the item embedding layer of the generator, we need to obtain representations of
recent interactive items and target items. Figure 2 shows the knowledge graph information
aggregation process.
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As shown in Figure 2, the KG is built with the item as the central node, and each
item can build a KG. It can be represented by triples (h, r, t). Here, h ∈ E, r ∈ R, and t ∈ E
represent the head entity, relation, and tail entity, respectively. E and R are the entity set
and the relation set, respectively. The first graph in Figure 2 builds a knowledge graph
with the item as the center, and the second graph is obtained by randomly sampling the
number of nodes and calculating the weight score of the knowledge graph preference
attention. Through Formula (5), the first-order entity representation e1 in the third figure
can be obtained, and the above operations can be repeated to obtain the h-order entity
representation eH. The following mainly introduces the one-layer structure and expands to
the multilayer structure. For an item v0, N

(
v0) denotes the set of one-hop neighbors directly

connected to v0, and ri,j represents the relation between entities ei and ej. The weight score
is calculated by using the following knowledge graph preference attention formula:

riej = σ
(
W1·concat

(
ri,j, ej

)
+ b1

)
(1)

πu
ri,jej

= u·riej (2)

where u ∈ Rd, ri,j ∈ Rd, and ej ∈ Rd are the representations of the users and the relations
between entities and tail entities, respectively, σ is a nonlinear function, d is the dimension,
and W1 ∈ Rd×2d and b1 ∈ Rd are weights and offsets. πu

ri,jej
indicates the user preference

for the comprehensive consideration of relations and entities. The parameters W1 and b1
can be adjusted according to the feedback of the discriminator, thereby adaptively adjusting
the aggregation weight of the neighbor information.
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By calculating the linear combination of item v0’s neighbors, the neighbor information
vector of item v0 is obtained to represent eu

N(v0)
:

eu
N(v0) = ∑

e0∈N(v0)

πu
ri,jej

e0 (3)

where e0 denotes the representation of the item v0 neighbor entity. The following formula
is the normalization of the weight score:

πu
ri,jej

=
exp
(

πu
ri,jej

)
∑e0∈N(v0) πu

ri,jej

(4)

We sum the representation vh of the item v0 and its neighborhood representation
vu

N(v0)
to obtain the item representation e1 fused with neighborhood information:

e1 = σ(W2·
(

vh + eu
N(v0)

)
+ b2) (5)

where W2 ∈ Rd×2d and b2 ∈ Rd are weights and biases, respectively. σ is a nonlinear function.
The KG is a multilayer structure that can obtain low-order entity information at the

low level and mine high-order entity information at the high level. The h-order vector
of an entity is the aggregation of entity information between the entity itself and its h-
hop neighborhood. We use the following Formula (6) to calculate the h-order vector
representation of the item, where eH denotes the final item representation.

eH = σ(WH·
(

eH−1 + eN(vH)

)
+ bH) (6)

where eH−1 denotes the representation of the item v0 aggregated H-1 hop neighborhood
entity. eN(vH) denotes the representation of H-hop neighborhood information. WH ∈ Rd×2d

and bH ∈ Rd are weight and biases, respectively, and σ is a nonlinear function.

3.2.2. User Modeling Layer

Considering the actual situation, the user’s long-term interest represents the hobby
formed by the user over a long time. The user’s short-term interest is the user’s recent
interests and hobbies, which will change over time. L recent interactive items and the
corresponding position codes are added in the form of vectors. The obtained vector is input
into the self-attention mechanism to obtain the potential connection between the user’s
recent interaction items. The output results use the mean operation to obtain ulong and train
it based on all historical items interacted with by the user. The user’s long-term interest
representations ulong and ushort are united by a multilayer perceptron (MLP) to obtain the
user’s representation u.

Specifically, there are M users and N items in the recommendation model, which are
recorded as U = {u1, u2, · · · , uM} and V = {v1, v2, · · · , vN}, respectively, with V ∈ RN×d

representing the embedded representation of the entire item set. For user u, we select L
historical items (from item t − L + 1 to item t) that the user has interacted with recently
within the time step t; then, Vu

t ∈ RL×d is used to represent the initialized embedding
representation of the L item sequence chosen in the set, as shown in Equation (7):

Vu
t =


vu
(t−L+1)1

...
vu
(t−1)1
vu

t1

vu
(t−L+1)2

...
vu
(t−1)2
vu

t2

· · ·
...
· · ·
· · ·

vu
(t−L+1)d

...
vu
(t−1)d
vu

td

 (7)
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where t is the time step, L is the number of recently interacted items, and d is the dimension
of the matrix.

As shown in Formula (8), Vu
t is added into the item embedding layer to obtain the

user’s recent interactive item representation Eu
t containing knowledge graph information.

Eu
t =


eu
(t−L+1)1

...
eu
(t−1)1
eu

t1

eu
(t−L+1)2

...
eu
(t−1)2
eu

t2

· · ·
...
· · ·
· · ·

eu
(t−L+1)d

...
eu
(t−1)d
eu

td

 (8)

As shown in (9), to maintain the time sequence of the user’s recent interactive items,
the item relative position coding information Pu

t , Pu
t is integrated into the representation of

the item.

Pu
t =


p(t−L+1)1

...
p(t−1)1

pt1

p(t−L+1)2
...

p(t−1)2
pt2

· · ·
...
· · ·
· · ·

p(t−L+1)d
...

p(t−1)d
ptd

 (9)

As shown below, the position coding function consists of sin and cos signals, where t
is the time step and i is the embedded dimension.

p(t, 2i) = sin
(

t/10, 0002i/d
)

(10)

p(t, 2i + 1) = cos
(

t/10, 0002i/d
)

(11)

where t represents the t-th row in the matrix. i represents the i-th column in the matrix.
sin(·) and cos(·) represent the sine function and cosine function, respectively.

By inputting the fused information (Pu
t + Eu

t ) into the self-attention mechanism, the
potential relation between the recent user’s interactive items is calculated. The formula is
as follows:

Q’ = ReLU
(
Xu

PEWQ
)

(12)

K’ = ReLU(Xu
PEWK) (13)

su
t = softmax

(
Q′K′T√

d

)
(14)

where WQ = WK ∈ Rd×d denotes the weight matrix of the query and key, respectively.
su

t denotes the L × L matrix, which stands for the similarity between L items. d denotes
the embedded dimension.

√
d is used to scale the similarity value. ReLU is the activation

function of the nonlinear layer. The scaling factor can reduce the influence of the smallest
gradient. The mask operation (masking the diagonal with a value of 0) before the normal-
ized exponential function (softmax) is applied to avoid high matching scores between Q′

and K′.
We use the following formula to calculate the user’s short-term interest expression ushort.

ushort =
1
L

L

∑
i=1

su
t Eu

t (15)

where L represents the number of items recently interacted with by the user, su
t is the

similarity matrix, and Eu
t represents the representation of the user’s recent interaction items

containing knowledge graph information.
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According to the training of all historical items of user interaction, ulong is obtained.
ulong ∈ Rd and ushort ∈ Rd are input into the MLP together. A hidden layer is taken to
completely obtain the user preference, which is recorded as u ∈ Rd.

u = σ
(
W4
[
ulong; ushort

]
+ b4

)
(16)

where W4 ∈ Rd×2d and b4 ∈ Rd are the weight and bias of the MLP, respectively.

3.2.3. Generate Candidate Items

We obtain the probability of interaction through the inner product. For a user, we sort
all the probability values calculated by Formula (17) and take the top-N recommendation
to the user.

ŷ = u·v (17)

To generate high-quality candidate items for adversarial training, the ATKGRM needs
to pretrain the generator in advance. The loss function of the pretraining generator is:

L = − ∑
u∈U

 ∑
v:yuvi

=1
F
(

yuvi
, ŷuvi

)
− ∑

v:yuvj
=0
F
(

yuvj
, ŷuvj

)+ λ1||θ||22 (18)

where F represents the cross-entropy loss function, yuvi
=1 denotes the interaction between

the user and positive item, yuvj
=0 indicates that the user does not interact with the negative

item, λ1 is the regularization coefficient, and θ is a parameter.

3.3. The Discriminator

To better identify the candidate items generated by generator G, we use a popularity-
based sampling strategy to accurately obtain the user’s positive and negative items from
the interaction item sets and the noninteraction item sets. For the selection of positive
items, the user-interacted items have high popularity, which does not fully verify that the
user likes the item. For example, due to herd mentality, if the user-interacted item has
lower popularity, it indicates that users are truly interested in the item to a large extent.
Similarly, for the selection of negative items, we choose items with high popularity from
the noninteraction item set as negative items.

The main process of the strategy based on popularity sampling is as follows. First, we
use the number of users who have interacted with the item to calculate the popularity of the
item. The item popularity is calculated by Formula (19). Then, the average popularity of all
items is calculated as the middle popularity (middle) by Formula (20). We define popularity
above middle as high popularity (high) and popularity below it as low popularity (low).
Therefore, items can be divided into high-popularity items and low-popularity items.
Finally, the items with low popularity are randomly sampled from the interaction item set
as the sampled positive items, and the items with high popularity are randomly sampled
from the noninteraction item set as the sampled negative items.

vp
j = Uvj (19)

middle =
1
J

J

∑
j=1

vp
j (20)

where Uvj is the number of users interacting with the j-th item, j is the number of items,
and vp

j is the popularity of the j-th item.
At present, adversarial training is applied to recommendation models, and most

of them compare the user’s scores on positive items and candidate items through the
discriminator to identify the candidate items, but there is no reasonable analysis of the
candidate items. The user’s scores on the candidate items should be in between the user’s
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scores for positive items and negative items. Therefore, this paper proposes to identify
candidate items in the discriminator by comparing the user’s scores of positive items,
negative items, and candidate items. The main idea is that the user’s scores on candidate
items will not be higher than the user’s scores on high-quality positive items, and the
user’s scores on candidate items will not be lower than the user’s scores on high-quality
negative items.

The pretraining of discriminator D uses the Bayesian Personalized Ranking (BPR) loss
function. The smaller the overall loss function, the better. The formula for the pretrained
discriminator is shown in Equation (21).

LBPR = −∑
u,i,j

logσ(yui(ϕ)− yuj(ϕ)) + λ1ϕ2 (21)

where σ is the sigmoid function, ϕ is the model parameter, (u, i, j) can be understood as
rui = 1, ruj = 0, the items interacted with by users are 1, and the items not interacted with
by users are 0. yui indicates the user score on item I, and yuj represents the user score on
item j. By minimizing the loss function, a better BPR model can be trained.

3.4. Adversarial Training

As shown in Algorithm 1, the adversarial training process of the ATKGRM model
mainly includes three parts: the G pretraining, the pretraining of D, and the adversarial
training. The purpose of the pretraining generator is to create new candidate items for
users through trainable generative models. The purpose of the pretraining discriminator
is to identify candidate items through a trainable discriminator. The generator generates
candidate items that appear similar to real samples, and the discriminator distinguishes
candidate items from real samples. Through the continuous confrontation between the
generator and discriminator, the real data distribution in the training data is learned.

In the stage of training generator G, the user scores of positive items and candidate
items are input into the objective function of the generator’s adversarial training. The loss
function of generator adversarial training is as follows:

max
Gθ

LGθ
= −E[logσ(yu,vp

− yu,vc
)] (22)

where yu,vc
is the prediction score of u on vc, and yu,vp

is the prediction score of u on vp.
θ is the generator parameter. To make the result generated by vc closer to the positive
item, the goal is to narrow the gap between yu,vp

and yu,vc
. In other words, LGθ

needs to
be maximized.

In this paper, the policy gradient method based on reinforcement learning needs
to be used to approximate the discrete solution, and the actual estimated probability
of the discriminator is regarded as the actual reward and used to further optimize the
generator. The objective function of the optimized generator adversarial training is shown
in Equation (23).

∇θLG = 1
k

k
∑

k=1
∇θlogσ(yu,vp

− yu,vc
)(logσ(yu,vp

− yu,vc
) + logσ(yu,vc

− yu,vn
)) (23)

where k is the size of the list of candidate items. yu,vn
represents user u’s predicted score for

negative example item vn.
In the stage of training the discriminator, the user’s scores on the positive items,

negative items, and candidate items are input into the objective function of the discriminator
adversarial training, to obtain more reasonable candidate items. The objective function for
the adversarial training of the discriminator is shown in Equation (24).

min
Dϕ

LDϕ = −E
[(

logσ
(

yu,vp
− yu,vc

)
+ logσ

(
yu,vc
− yu,vn

))]
(24)
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where vp, vn represent the accurate positive items and negative items obtained from
popularity sampling, and vc represents the high-quality candidate items obtained from the
candidate item set. ϕ is the discriminator parameter. The first part in the formula comes
from the candidate items and the positive items. We hope to widen the gap between the
user’s score of the positive item and the user’s score of the generated candidate item. The
second part in the formula comes from the candidate item generated by the generator G
and the real negative item. We hope to widen the gap between the user’s score of the
negative item and the user’s score of the generated candidate item. The goal is to minimize
the discriminator training loss function.

Algorithm 1 ATKGRM Adversarial Training Algorithm
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the discriminator training loss function. 

Algorithm 1 ATKGRM Adversarial Training Algorithm 

Input: generator, discriminator, datasets 

Output: recommendation list  

1 Randomly split the dataset into training set (60%), validation set (20%), and  
testing set (20%) 

2 for each epoch do 

3     for each batch of pretrain G do  

4        use training set to obtain user features and item features             

5        update G based on Equation (18) 

6     end 

7     for each batch of pretrain D do 

8        use training set to update D based on Equation (21) 

9     end 

10    use validation set to obtain candidate items set c for each user 

11    get high-quality positive items i and negative items j by popularity sampling 

12    for each batch of adversarial training do 

13       obtain user’s prediction scores for i , j, and c 

14       update D based on Equation (24) 

15       update G based on Equation (23) 

16    end 

17    input testing set to generator, obtain the candidate items, and calculate F1,  
AUC, Recall 

18 end  

4. Experiments

In this section, the effectiveness of the ATKGRM is verified by analyzing three sets of
experiments on the collaborative filtering recommendation model, the knowledge graph
recommendation model, and the adversarial training recommendation model. The im-
portance of the adversarial training module and the popularity-based sampling strategy
module is verified by eliminating these two modules for ablation experiments. At the same
time, by analyzing the selection of the value of the user’s recent interactive items L and the
selection of the value of the iterative layer H in the knowledge graph, two sets of experi-
ments are used to prove the effect of the changes in the mode parameters. Furthermore, by
comparing the complexity of the algorithm, the scalability of the model on large-scale data
is verified.
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4.1. Experimental Settings
4.1.1. Dataset

We test the performance of our model, ATKGRM, on five real-world benchmarks:
MovieLens-1M1, MovieLens-10M2, MovieLens-20M3, Book-Crossing4, and Last. FM5.
Among them, the MovieLens-1M, MovieLens-10M, and MovieLens-20M datasets are bench-
mark movie datasets with different scales, and they are widely used in knowledge graph
recommendation; Book-Crossing contains 1 million ratings of books in the Book-Crossing
community; Last. FM is a music listening dataset collected from the Last.fm online music
system. The specific statistical results of the datasets can be seen in Table 1.

Table 1. Statistics of the datasets.

Dataset Users Items Interactions Relations Triplets

MovieLens-1M 6036 2347 753,772 12 20,195
MovieLens-10M 67,788 8704 9,945,875 – –
MovieLens-20M 138,159 16,954 13,501,622 32 499,474
Book-Crossing 19,676 20,003 172,576 18 60,787

Last. FM 1872 3846 42,346 60 15,518

4.1.2. Evaluation Metrics

To measure the performance of the ATKGRM, this section uses the values of RMSE,
F1, area under curve (AUC), and recall as evaluation indicators.

Prediction error is measured by Root Mean Squared Error (RMSE). The formula for
RMSE is shown in (25).

RMSE =

√
∑S

i=1(ri− r̃i)
2

S
(25)

Recall is the ratio of the intersection of the item set recommended by the model for
the user and the item set that the user actually likes; it indicates the retrieval rate of the
recommended model. The larger the recall value is, the higher the retrieval rate of the
recommendation model. The formula for Recall is shown in (26).

Recall = ∑uεU|Rec(u)∩ Fav(u)|
∑uεU|Fav(u)| (26)

where Rec(u) is the candidate item set for user u, and Fav(u) is the set of items that user u
actually likes.

The F1 value is shown in Formula (27).

F1 =
2× Precision×Recall

Precision + Recall
(27)

where precision and recall are the accuracy rate and the recall rate, respectively. The F1
value comprehensively considers the two indicators of precision and recall.

The AUC is used to evaluate the performance of recommender systems to distinguish
between user likes and dislikes. Each time the recommendation system compares the score
of the item that the user likes and the item that the user does not like, m is the total number
of comparisons. m

′
is the number of times that the user’s scores for their favorite items

are greater than the user’s scores for their disliked items, and m
′′

is the number of times
that the user’s scores for their favorite items are equal to the user’s scores for their disliked
items. The calculation of AUC is shown in Formula (28).

AUC =
m′+ 0.5m′′

m
(28)
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4.1.3. Parameter Settings

The parameter settings in the experiment are shown in Table 2. N is the number of
samples of neighbor nodes in KG, d denotes the vector dimension, H is the number of
iteration layers of KG, L is the number of recent user interaction items, λ1 is the regular-
ization coefficient, batch is the batch size, and lr is the learning rate. In the experiment,
each dataset is randomly divided into a training set, validation set, and testing set, and the
division ratio is 6:2:2.

Table 2. Experimental parameter setting.

Dataset N d H L λ1 Batch lr

MovieLens-1M 4 32 1 5 2× 10−5 256 5× 10−4

MovieLens-10M – 32 – 5 2× 10−5 256 2× 10−4

MovieLens-20M 4 32 2 7 10−7 65,536 2× 10−2

Book-Crossing 4 32 1 5 2× 10−5 256 2× 10−4

Last. FM 4 32 1 5 10−4 128 5× 10−4

4.2. Performance Comparison
4.2.1. Performance Comparison with the Collaborative Filtering Model

The ATKGRM-KG and three baseline collaborative filtering recommendation models
are compared on MovieLens-1M and MovieLens-10M. Because these three models do not
use knowledge graph information, we used ATKGRM-KG, which removed the process of
aggregating knowledge graph information from ATKGRM, for a more accurate comparison.
The comparison of the baseline models is shown in Table 3.

Table 3. RMSE of different models on MovieLens-1M and MovieLens-10M.

Model MovieLens-1M MovieLens-10M

CF-NADE 0.829 0.771
NCAE – 0.767

NESVD 0.826 0.762
ATKGRM-KG 0.511 0.441

Three baseline collaborative filtering recommendation models are introduced below:
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available or as common as implicit feedback in real-world recommender systems. More-
over, it cannot work on both explicit and implicit feedback, since the network structures 
are specially designed for one case. Zheng et al. proposed the NCAE [6] model to perform 
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and item, and this work addresses the challenge of existing SVD algorithms, which do not 
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Embedding-based models can be roughly divided into two categories: translation 

distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

NESVD [7] proposes a general neural embedding initialization framework, where a
low-complexity probabilistic autoencoder neural network initializes the features of
the user and item.

The results can be seen in Table 3. It is worth noting that the underscore represents
no corresponding data. The ATKGRM-KG model has superior performance. Specifi-
cally, on the MovieLens-1M dataset, compared with the optimal baseline collaborative
filtering recommendation model NESVD and CF-NADE, the RMSE of ATKGRM-KG is
reduced by 38.1% and 38.4%, respectively. On the MovieLens-10M dataset, compared with
NESVD, CF-NADE, and NCAE, the RMSE of ATKGRM-KG is reduced by 42.1%, 42.8%,
and 42.5%. ATKGRM-KG is better than NESVD, CF-NADE, and NCAE, which can show
the advantages of adversarial training. The purpose of GAN is to conduct an adversarial
battle between the generator and the discriminator and it is an effective way to alleviate
data noise.

4.2.2. Performance Comparison of the Knowledge Graph Recommendation Model

The ATKGRM is compared with seven baseline knowledge graph recommendation
models on the same three public datasets.
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The seven baselines knowledge graph recommendation models are introduced below:
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

PER [21] extracts the information of meta-paths in a knowledge graph to show the
connectivity between items and users on diverse types of relationship paths;
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

RippleNet [23] uses multi-hop neighborhood information to expand a user’s potential
interests by iteratively and autonomously following the links in KG;
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

KGCN [24] uses a graph convolution network to automatically obtain semantic in-
formation and a high-order structure by sampling definite neighbors as the receptive
field of candidate items;
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Embedding-based models can be roughly divided into two categories: translation 

distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

KGAT [28] combines a user–item interaction graph with KG as a collaborative knowl-
edge graph; in communication, an attention module is used to differentiate the
significance of neighborhood entities in a collaborative knowledge graph;
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

HAGERec [29] uses the convolution network of a hierarchical attention graph to
process KGs and explore the potential preferences of users; to fully use semantic
information, a two-way information dissemination strategy is used to obtain the
vector of items and users;
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tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

CKAN [30] uses the cooperative knowledge perception attention module to differ-
entiate the contributions of diverse neighborhood entities in processing KG and
collaborative information.

From Table 4 (or Figure 3), the AUC of ATKGRM in MovieLens-20M, Book-Crossing
and Last.FM is increased by 0.4%, 2.5%, and 2.0%, respectively, and the F1 increases by
2.3%, 3.1%, and 0.5%, respectively.

Table 4. Comparison results of knowledge graph recommendation models.

Model
MovieLens-20M Book-Crossing Last. FM

AUC F1 AUC F1 AUC F1

PER 0.832 0.733 0.623 0.588 0.633 0.596
CKE 0.924 0.880 0.671 0.633 0.744 0.673

RippleNet 0.968 0.924 0.729 0.662 0.768 0.691
KGCN 0.978 0.932 0.688 0.630 0.796 0.708
KGAT 0.976 0.925 0.731 0.658 0.829 0.740

HAGERec 0.980 0.933 0.763 0.701 0.814 0.743
CKAN 0.976 0.930 0.753 0.675 0.840 0.772

ATKGRM 0.984 0.954 0.782 0.723 0.857 0.776
Improve/% 0.4% 2.3% 2.5% 3.1% 2.0% 0.5%
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ATKGRM shows reliable performance. It is almost close to KGAT and HAGERec with
strong performance, and it obtains the best performance in the value of individual K.
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The experimental results of path-based PER are poor because PER needs to find
the meta-path between users and items to be recommended, but it is difficult to obtain
the best scheme for the design of the meta-path. The experimental results based on
the embedded CKE model are poor because TransE may not fully use KG information.
Compared with the above two methods, RippleNet, KGCN, KGAT, HAGERec, and CKAN
show satisfactory performance. RippleNet independently and iteratively expands the
user’s potential interests along the path in the knowledge graph but may not observe
the graph information of recommended items. KGCN obtains the item representations
through the graph convolution network, but KGCN does not effectively use the user’s
historical items to mine the user’s potential interests. HAGERec and CKAN are superior to
KGAT because HAGERec can automatically capture the representations of users and items
through a two-way information dissemination strategy and filter out some noise by relying
on an aggregation strategy with good interpretability. CKAN processes collaborative
filtering information and knowledge graph information separately, which can effectively
solve the data noise in KG and achieve satisfactory results. The ATKGRM comprehensively
analyzes ulong and ushort and combines them to obtain the features of users. The model
introduces the idea of adversarial training into the recommendation model to dynamically
and adaptively adjust the aggregation weight of the knowledge graph so that it can learn
the user feature and the item feature more reasonably.

4.2.3. Performance Comparison of Adversarial Training Recommendation Models

The ATKGRM and three baseline adversarial training recommendation models pro-
posed in this paper are implemented in MovieLens-1M and Last. FM. The comparison of
the baseline models is shown in Table 5.

Table 5. Comparison results of adversarial training models.

Model
MovieLens-1M Last. FM

Recall@5 Recall@20 Recall@10 Recall@20

IRGAN 0.072 0.166 0.1247 0.1823
CFGAN 0.108 0.272 0.1335 0.2023
GCGAN 0.0785 0.1377 0.1369 0.1661

ATKGRM-KG 0.1103 0.2846 0.1481 0.2214
ATKGRM 0.1107 0.2916 0.1532 0.2259

Improve/% 2.5% 7.2% 11.9% 11.7%

Three types of adversarial training recommendation models are introduced below.
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these models are not suitable for recommendation. 

IRGAN [33] is a pioneer in the field of recommendation using adversarial training.
The discriminator in the IRGAN is used to distinguish whether the items from the
generator conform to the user’s real preference distribution.
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

CFGAN [34] is the first model to use a generator to generate a continuous vector
instead of a discrete item index.
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distance models, such as TransE [8], TransH [9], TransR [10], and TransD [17]; and seman-
tic matching models, such as DistMult [18], RESCAL [19], and Complex [20]. However, 
these models are not suitable for recommendation. 

GCGAN [35] combines GAN and graph convolution and can effectively learn the
main information by propagating feature values through a graph structure.

By analyzing the comparison in Table 5 (or Figure 4), we can conclude that on the
MovieLens-1M dataset, compared with the optimal baseline adversarial training recommen-
dation model CFGAN, the Recall@5 and the Recall@20 of ATKGRM are increased by 2.5%
and 7.2%, respectively. On the Last. FM dataset, compared with the baseline adversarial
training recommendation model GCGAN, the Recall@10 of ATKGRM is increased by 11.9%.
Moreover, compared with the model GCGAN, the Recall@20 of ATKGRM is increased by
11.7%. It is worth noting that we removed the user and item domain information in the
model GCGAN for more accurate comparison. Among them, ATKGRM-KG means that the
knowledge graph information is eliminated based on ATKGRM. ATKGRM-KG is better
than IRGAN, CFGAN, and RSGAN, which can show the advantages of this adversarial
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training model, and ATKGRM is better than AKTGRM-KG, which can show the advantages
of using a knowledge graph.
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4.2.4. Ablation Experiment

To prove the significance of introducing a generative adversarial network and popularity-
based sampling strategy into the model in improving the accuracy of the model, the
ablation experiment is conducted by removing the adversarial training part of the model
and removing the popularity-based sampling strategy part of the model. ATKGRM-AT
denotes the removal of the adversarial training part, and ATKGRM-P indicates that the
sampling method based on popularity is removed.

According to the analysis in Table 6, ATKGRM shows better performance than
ATKGRM-AT and ATKGRM-P. It shows that adversarial training and the popularity-based
sampling method are successful in improving the performance of the model.

Table 6. Comparison of ablation experimental results of ATKGRM.

Model
MovieLens-20M Book-Crossing Last. FM

AUC F1 AUC F1 AUC F1

ATKGRM-AT 0.981 0.946 0.750 0.687 0.821 0.746
ATKGRM-P 0.983 0.949 0.768 0.705 0.845 0.762
ATKGRM 0.984 0.954 0.782 0.723 0.857 0.776

4.3. Study of ATKGRM
4.3.1. Selection of the Number of User’s Recent Interactive Items L

Since L is the number of recent interactive items of users, and the choice of L will affect
the modeling of users’ short-term interests, the influence of diverse L on experimental
performance can be explored. The ATKGRM is evaluated on three datasets with different L
values. The results are shown in Table 7.

Table 7. Experimental performance of ATKGRM with different L values.

L
MovieLens-20M Book-Crossing Last. FM

AUC F1 AUC F1 AUC F1

3 0.983 0.954 0.773 0.701 0.853 0.776
5 0.982 0.954 0.782 0.723 0.857 0.776
7 0.984 0.954 0.778 0.717 0.851 0.768
9 0.983 0.853 0.775 0.708 0.847 0.769

11 0.983 0.847 0.766 0.704 0.851 0.762

As Table 7 shows, on the MovieLens-20M, the effect of the model is the best when L = 7;
on Book-Crossing, the AUC of the model is the best when L = 5. When L = 5, the F1 of
the model is the best; on Last. FM, the effect of the model is the best when L = 5. If L is
too small, there are too few user’s history items to effectively mine the short-term interest
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feature of users, which makes the effect of the model poor. If L is too large, it will lead to
overfitting and inaccurate features of user short-term interest.

4.3.2. Selection of Iteration Layers H in Knowledge Graph

Since H denotes the number of iteration layers in KG, the selection of H will affect
the item modeling and the user preference. Therefore, the influence of diverse H on the
experimental performance can be explored.

From Table 8, the effect of the model is the best when H = 2 on MovieLens-20M. For
Book-Crossing, the model works best when H = 1. On Last. FM, the model will obtain
the best result when H = 1. The results indicate that the increase in aggregation layers in
KG may not improve the model results. With the increase in aggregation layers in KG,
more irrelevant item features in KG are taken into account, which hinders the mining of
user interests.

Table 8. Experimental performance of ATKGRM with different H values.

H
MovieLens-20M Book-Crossing Last. FM

AUC F1 AUC F1 AUC F1

1 0.981 0.946 0.782 0.723 0.857 0.776
2 0.984 0.954 0.773 0.715 0.850 0.773
3 0.983 0.952 0.769 0.708 0.844 0.769
4 0.980 0.948 0.764 0.701 0.840 0.760

4.4. Complexity Analysis

The computation time of the proposed ATKGRM framework is mainly determined
by evaluating the objective functions L in (21), (23), and gradients against feature vectors
(variables). The time complexity of negative sampling optimization algorithms is O (log W),
where W is the size of vocabulary for users and items. The computational complexity of
gradients ∂L/∂u, ∂L/∂i, ∂L/∂j in (21) is O (k |Ω|), where k is the dimension of the latent
vector, and |Ω| is the number of users and items observed. The computational complexity
of gradients ∂L/∂u and ∂L/∂vp, ∂L/∂vc, ∂L/∂vn in (23) is O (k (r + 1) |Ω|), where r is
the number of negative samples per positive instance. Therefore, the overall computational
complexity of T iterations is O (k (r + 1) |Ω|T + log W) for implicit feedback. On the
other hand, since explicit feedback does not require negative sampling, r = 0 is used to
compute explicit feedback. The overall computation time is linear with the observations of
rating matrices.

Then, we carry out a performance comparison and discussion. As shown in Table 9,
our method has more parameters than NESVD and KGCN, but it corresponds to the best
RMSE results on both datasets. As for NESVD, it only uses interactive data, and our model
uses not only interactive data but also knowledge graph information, which increases the
complexity of the model in the process of knowledge graph aggregation. Compared with
KGCN, we have extra MLP layers, which increases the complexity of the model. However,
the overall performance of ATKGRM is better than that of the baseline model, GCGAN. To
sum up, ATKGRM does have higher complexity, but our model has achieved a good result
on the value of RMSE.

Table 9. The number of parameters and the results of RMSE on different models (M denotes “million”).

Model
MovieLens-1M MovieLens-10M

Parameters RMSE Parameters RMSE

NESVD 4.75 M 0.826 39.3 M 0.762
KGCN 3.4 M 0.517 20 M 0.446

GCGAN 30 M 0.599 52 M 0.525
ATKGRM 16 M 0.511 49 M 0.441
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The results show that our method has more parameters than NESVD and KGCN,
but it corresponds to the best RMSE results on both datasets. As for NESVD, it only uses
interactive data, and our method uses not only interactive data but also knowledge graph
information, which increases the complexity of the model in the process of knowledge
graph aggregation. Compared with KGCN, we have extra MLP layers, which increases the
complexity of the model. Moreover, the overall performance of ATKGRM is better than that
of the baseline model, GCGAN, and we have advantages in both the number of parameters
and RMSE.

At the same time, to verify the scalability of the model ATKGRM on large-scale data,
we also expand the comparison of our model to different aggregation layers (H) and
training data ratios (D).

As shown in Table 10, the overall computation time is linear with the observations of
rating matrices. Our proposed ATKGRM has good potential to scale to large-scale datasets.
However, there is still further room to speed up the computation time.

Table 10. Training time per epoch on MovieLens-1M (in seconds).

H D = 10% D = 30% D = 50% D = 100%

1 31.3 46.6 61.6 98
2 135.6 198.3 260.3 394
3 1031 1295.6 1535 1734

5. Conclusions and Future Work

Enlightened by the application of generative adversarial networks in many fields,
we propose a knowledge graph recommendation model based on adversarial training
(ATKGRM). It introduces the generative adversarial network into the knowledge graph
recommendation model first. Through the continuous competition between the genera-
tor and the discriminator, the knowledge graph aggregation weight is dynamically and
adaptively adjusted to learn the features of users and items more reasonably. Experimen-
tal results on five real datasets validate the effectiveness of the ATKGRM. However, we
found that our model has further room to speed up the implementation time. Therefore,
model compression is a method that should be considered. At the same time, in order to
further alleviate the problem of data sparsity and obtain better results, we will also seek to
introduce transfer learning in the future.
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