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#### Abstract

Free-viewpoint rendering has always been one of the key motivations of image-based rendering and has broad application prospects in the field of virtual reality and augmented reality (VR/AR). The existing methods mainly adopt the traditional image-based rendering or learningbased frameworks, which have limited viewpoint freedom and poor time performance. In this paper, the cube surface light field is utilized to encode the scenes implicitly, and an interactive free-viewpoint rendering method is proposed to solve the above two problems simultaneously. The core of this method is a pure light ray-based representation using the cube surface light field. Using a fast single-layer ray casting algorithm to compute the light ray's parameters, the rendering is achieved by a GPU-based three-dimensional (3D) compressed texture mapping that converts the corresponding light rays to the desired image. Experimental results show that the proposed method can real-time render the novel views at arbitrary viewpoints outside the cube surface, and the rendering results preserve high image quality. This research provides a valid experimental basis for the potential application value of content generation in VR/AR.
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## 1. Introduction

Image-based rendering is a technique of generating a rendering result of an unknown viewpoint by interpolating through the collected image dataset [1]. One of its research motivations is the free-viewpoint rendering, i.e., to synthesize images at arbitrary viewpoints from discrete as well as sparse pre-captured images using appropriate transformations [2,3]. This kind of method does not require building three-dimensional (3D) mesh models of the scene in advance, and has broad application prospects in content generation, especially in the field of virtual reality and augmented reality (VR/AR). However, existing free-viewpoint rendering mainly adopts either the traditional image-based methods or the learning-based frameworks, and there are still many problems to be further studied.

One of the problems is the limited viewpoint freedom. The core of traditional imagebased methods is the multidimensional representation of the light field [4] which describes the intensities of light rays passing through any viewpoints and any directions in free space. Restricting the light field in different dimensions can derive different kinds of light field representations, thus limiting the freedom of viewpoint to varying extents. For example, the two-parallel-plane parameterized (2PP) four-dimensional (4D) light field $L(u, v, s, t$ ) limits the viewpoints on a specific plane (camera plane) [5,6]. The 3D light field, such as the concentric mosaic, limits the viewpoints to a specific viewing circle (camera circle) [7-10]. The simplest 2D light field representation, i.e., the panorama limits the viewpoints to a single projection center [11-14]. The constraint on viewpoint freedom is helpful to simplify the dimensions of the light field model as well as reduce its data complexity. However, the free-viewpoint rendering pursues that the desired images can be rendered at arbitrary positions and orientations in the observation space. The above methods limit the degree of
freedom (DoF) of the viewpoints so that the systems based on these methods only provide restricted viewpoints which does not satisfy the natural interaction between human and the real-world scenes.

Another problem is the poor time performance of novel view rendering. With the rapid progress of deep learning, some researchers use the learning-based frameworks to generate arbitrary views [15-18], trying to alleviate the restriction of the DoF of the viewpoints. However, this kind of method requires a complex training process, expensive network computation and takes a lot of time as well as memory for generating a high-resolution novel view, which cannot guarantee the real-time rendering performance. Both of these two issues have to be solved in the applications of free-viewpoint rendering in VR/AR. Only by providing a full viewpoint coverage in the observation space as well as the real-time rendering performance, can we meet the requirement of content generation in VR/AR [19].

In this paper, we present an interactive free-viewpoint rendering method using the cube surface light field which is a pure light ray-based scene representation. The complexity of this representation is independent of the scene's geometric structures, indicating its ability to represent anisotropic light fields in arbitrary scenes by a unified model. The basic pipeline of our method is shown as Figure 1. Firstly, based on the pure light ray-based scene representation, the input of our method is the cube surface light fields consisting of a certain number of pre-collected images. Then, our method is divided into two independent steps: texture processing and geometry processing. In texture processing, we use the 3D texture compression algorithm to process the cube surface light field images, making its data amount acceptable to personal computers. In geometric processing, we adopt the programmable rendering pipeline from cube vertices to frame buffer and use a fast singlelayer ray casting algorithm to render a unit cube mesh as well as computing the parameters of the desired light rays that are finally used for GPU texture mapping, converting a group of light rays to a novel view. Given different target viewpoints, our method can render the corresponding novel views such as viewpoint A and B in Figure 1.


Figure 1. Overview of our interactive free-viewpoint rendering method using the cube surface light field scene representation.

Compared with the mesh-based rendering, our rendering method is not affected by the specific geometric structures of the scenes and can be extended to arbitrary scenes using a unified model, i.e., the cube surface light field representation. Moreover, our method does not need to solve the integral of the rendering equation for each frame, which greatly reduces the computational consumption during the rendering. Compared with the traditional image-based rendering, the proposed method greatly improves the DoF of the viewpoints, which can render the novel views at arbitrary positions and viewing directions outside the cube surface. Compared with the learning-based methods, the proposed method can achieve interactive rendering (IR), and the average frame rate for rendering a novel view with a resolution of $2048 \times 2048$ on a personal computer can reach more than 75 FPS. In summary, the main contributions of this paper are as follows:

- a pure light ray-based representation that supports implicitly encoding the scenes to a unified model,
- a free-viewpoint rendering method based on compressed texture mapping and ray casting, which supports rendering the novel views without any explicit geometry structures of the scenes, significantly improving the DoF as well as the time performance of novel view light field rendering with high resolution.


## 2. Related Work

In the past few years, the free-viewpoint rendering technology has gained a growing attention from both academia and industry, and has also made promising progress. The existing methods can be mainly divided into three categories: mesh-based methods, traditional image-based methods, and learning-based methods. In this section, we give a brief review on recent works related to our work.

### 2.1. The Mesh-Based Methods

Mesh-based rendering is one of the most widely-used methods. It uses a 3D mesh model to represent the geometric structures of the scene and renders the desired views with various materials of the scenes using the classical illumination methods under the given viewpoint parameters [20]. To further improve the illumination reality of the scenes, some researchers have proposed various global illumination rendering algorithms, such as ray tracing, path tracing, and photon mapping [21]. However, these global illumination algorithms require a lot of computational resources, and the rendering for a single view usually takes more time than the rendering using classical illumination methods. For example, it takes more than two or three hours to render a single indoor scene with a resolution of $2048 \times 1024$ using a POV-Ray ray tracing renderer [22]. Although the advanced game engine [23] can achieve real-time ray tracing, it also requires the scene-byscene optimization as well as the support of advanced hardware, e.g., Nvidia RTX.

### 2.2. Traditional Image-Based Methods

The image-based methods take the convenience of capturing images to solve the rendering of the geometry-complex scenes from the perspective of image processing, relieving the requirement of geometric pre-modeling of the scenes. This kind of method mainly focuses on the light field representation [4]. Due to the high-dimensional characteristics of the light field, obtaining a complete light field always consumes many resources including both time and space. The recently proposed methods try to simplify the light field from different dimensions to generate the simplified light field representations and to solve the rendering for the specific scenes [24-26]. For example, the 2PP light field simplifies the seven-dimensional (7D) plenoptic function $L(x, y, z, \theta, \phi, \lambda, t)$ (the wavelength $\lambda$ of an arbitrary light ray in the direction of $(\theta, \phi)$ from the position of $(x, y, z)$ at time $t)$ to a 4 D light field function by restricting the viewpoints on a plane. The concentric mosaic further restricts the viewpoint on a regular circle [8,25], deriving a 3D representation of the light field. In computer graphics, the simplest representation of the light field is the panorama, which describes all the light rays from all directions in the observation space to a fixed viewing position. It has been widely used for content generation in VR [11,26]. This kind of method limits the DoF of viewpoints to varying extents and thus does not provide the real free-viewpoint rendering.

### 2.3. Learning-Based Methods

With the development of machine learning and deep learning, the research on the neural representation of the scenes has gradually increased. As a representative work, NeRF [15] pushes the neural scene representation to a new high level [27,28]. Related works based on the NeRF, including NeRF in the wild [29], NeRF body [30], and Point-NeRF [31], Human-NeRF [32], extend the NeRF to various applications. A comprehensive review of neural rendering has been reported in [33]. This kind of method mainly establishes the
neural representation of the scenes from the pre-captured images, and then renders the desired views through various network structures. Some methods support rendering novel views from relatively sparse pre-captured images and even achieve the free-viewpoint rendering [34]. However, these methods require an expensive per-scene optimization process which takes a lot of time and memory for rendering a single view. For example, NeRF takes hours or days to optimize a specific scene [15]. The real-time performance using the neural scene representations remains to be further studied.

## 3. Cube Surface Light Field Representation

The core idea of the cube surface light field representation is to parameterize the light rays on the two intersections with the cube surface and use the color value at the first intersection of the light ray and the object's surface to be the color of this light ray, constructing a pure ray-based 4D light field representation of the scenes, as shown in Figure 2.


Figure 2. The cube surface light field representation. The parameters of each light ray are defined by the two intersections (A and B) with the cube surface and the ray's colors are defined by the RGB color at the first intersection with the object's surface.

The light rays in free space can be divided into two categories. The first category of light ray does not intersect with the objects in the scene, and almost does not influence the objects' appearance. The second category of light ray intersects with the scene's objects and has a significant impact on the objects' appearance, resulting in light and dark effects on the objects' surfaces. The origination of such light rays either can be from one or more light sources or can be the reflected light rays on the surface of an adjacent object. In particular, the images captured by a camera have already encoded the final impact of the light rays from these two originations on the appearance of the scene. Therefore, only the second category of light ray is concerned in the study of free-viewpoint rendering, and we do not distinguish whether the light ray is from the light source or the reflection from the adjacent objects' surface.

The cube surface light field uses a unified cube geometry to parameterize the set of the second category of light ray in free space and uses the pairs of intersected points on the cube surface to be the parameters of light rays. We define that the center of the cube geometry is located at the origination of the 3D Cartesian coordinate system (CCS), and the edge length is the same as the size of the scene's bounding box. According to the twelve edges of the cube geometry, its surface can be divided into six sub-planes, corresponding to $+\mathrm{X},+\mathrm{Y},+\mathrm{Z},-\mathrm{X},-\mathrm{Y},-\mathrm{Z}$ planes, respectively. Therefore, the cube surface can be defined by a 2D function composed of six sub-planes, as shown in Equation (1), in which ( $x, y$ ) refers to the 2D coordinates of the interior points on each sub-plane.

$$
\begin{equation*}
C: \sum_{i=1}^{6} \Pi_{i}(x, y) \subset \mathbb{R}^{2} \tag{1}
\end{equation*}
$$

On the cube surface, the origination of each light ray is defined by the 2D coordinates at the first intersections with the light rays and the cube surface, and the directions of the light rays are defined by the 2D coordinate at the second intersections with the light rays and the cube surface. The color values of each light ray are defined as the color at the first intersections with the light rays and the scenes, which are described by the RGB color representation. Consequently, the cube surface light field can be defined as a set of RGB color values of the light rays parameterized by the intersection pairs with a specific cube surface, as shown in Equation (2), in which $m$ and $n$ refer to the serial number of the sub-plane where the originations and directions of the light rays are parameterized. Similarly, $(u, v)$ and $(s, t)$ refer to the 2D coordinates of arbitrary interior points on the $m$-th sub-plane and on the $n$-th sub-plane, respectively.

$$
\begin{equation*}
\mathrm{L}: \sum_{m=1}^{6}\left(\Pi_{m}(u, v) \times \sum_{n=1}^{6} \Pi_{n}(s, t)\right) \rightarrow \mathrm{RGB} \tag{2}
\end{equation*}
$$

Obviously, for all the light rays that intersect with the scene, the two intersections with the cube surface cannot be on the same sub-plane of the cube surface. Therefore, $m$ and $n$ must not get the same value at the same time in the cube surface light field. According to Equation (2), each light ray has been defined as a six-tuple ( $m, u, v, n, s$, and $t$ ) so far. Since $m$ and $n$ are both enumeration values, their definition domains are integers between $[1,6]$. To facilitate the parametric representation of the light field, the cube surface, as shown in Figure 3a can be expanded along any of its twelve edges, producing different cube map layouts, such as vertical and horizontal cross layouts, as shown in Figure 3b. We use the horizontal layout as shown in Figure 3c to present each sub-view of the cube surface light field.


Figure 3. The different layouts of cube map. (a) six face are marked by $+X$ to $-Z$, (b) the cross layout and (c) the horizontal layout.

Intuitively, the texture coordinates can be used to further simplify Equation (2), resulting in the final representation of the cube surface light field denoted by Equation (3). Seeing from the dimension of $u$ and $v$, each coordinate $(u, v)$ represents a set of light rays from a fixed position, which can be described as a light field sub-view like in the traditional 2PP light field representation. Meanwhile, seeing from the dimension of $s$ and $t$, each coordinate $(s, t)$ represents a set of light rays from a fixed direction, which can be described as a sub-aperture image like in the 2PP light field representation.

$$
\begin{equation*}
\mathrm{L}: \mathrm{I}(u, v) \times \mathrm{I}(s, t) \rightarrow \mathrm{RGB} \tag{3}
\end{equation*}
$$

One advantage of the cube surface parameterization is that it is easy to sample the light field. The two adjacent edges of each sub-plane are divided into several segments uniformly or non-uniformly. By connecting the endpoints of the two opposite segments, the sub-plane can be subdivided into several small square or rectangular blocks. The barycentric coordinates of each square or rectangular can be selected as the sampling points
of the cube surface light field. This representation also helps to compress the light field images at each sampling point. The images generated by the sampling points on the same sub-plane have only translational transformation in both horizontal and vertical directions. If the equidistant sampling strategy is adopted in the sampling stage, the relationship between the image pixels of these viewpoints is easy to be quantitatively described by parallax, which facilitates the prediction and compression of adjacent views. It is also conducive to subsequent rendering, i.e., the light field rendering of an arbitrary scene only requires drawing a simple unit cube geometric. By intersecting the desired light rays with the cube surface, the light ray's parameters can be computed and used to query the color value of the novel viewpoint pixels. The computational consumption for testing intersection with the light rays and cube surface is relatively low, which makes the cube surface light field rendering possible to achieve real-time performance.

## 4. Ray Casting Based Interactive Novel View Rendering

The rendering of the cube surface light field can be achieved by a general cube geometric proxy which can be rendered by the traditional rasterization or ray casting algorithm. To improve the computational efficiency of the ray parameters, we use a ray casting algorithm for fast ray computation of the cube surface light field and use GPU 3D texture mapping to convert light rays into pixel colors in the frame buffer. The rendering framework, as shown in Figure 1, mainly includes texture processing and geometry processing.

### 4.1. Texture Processing

The texture processing is to pre-process the cube surface light field images, generate 3D textures from multi-view images, and compress the 3D textures to reduce the texture memory required during the rendering.

### 4.1.1. 3D Texture Generation

The representation of the cube surface light field is a set of cube maps and each cube map is arranged linearly from +X to -Z , as shown in Figure 3c. According to the position of each viewpoint in the sampling points, an image matrix with $m$ rows and $n$ columns can be generated directly for each cube face, as shown in Equation (4), where $\mathrm{I}_{i j}$ represents the cube map in the $i$ row and the $j$ column.

$$
\mathrm{M}_{m \times n}=\left[\begin{array}{ccc}
\mathrm{I}_{00} & \ldots & \mathrm{I}_{0 n}  \tag{4}\\
\ldots & \mathrm{I}_{i j} & \ldots \\
\mathrm{I}_{m 0} & \ldots & \mathrm{I}_{m n}
\end{array}\right]
$$

To generate a 3D texture, it requires to convert the 2D matrix of images, i.e., Equation (4) into a linear space. Therefore, we adopt the transverse scanning strategy (zigzag) to transform the image matrix, and the depth of 3D texture $z$ is simply computed by $z_{(i, j)}=$ $m * j+i, z \in[0, i * j)$. Each sub-plane can be represented as a 3D texture $\mathrm{T}_{i}(d, x, y)$ denoted as Equation (5), where $x$ and $y$ represent the image coordinates of the cube surface light field, respectively.

$$
\begin{array}{r}
\mathrm{T}_{i}(z, x, y)=\left[\mathrm{I}_{z_{(0,0)}}(x, y), \ldots, \mathrm{I}_{(0, n)}(x, y), \ldots,\right. \\
\mathrm{I}_{z_{(0, n)}}(i, j), \ldots, \mathrm{I}_{(m, 0)}(x, y),  \tag{5}\\
\left.\ldots, \mathrm{I}_{z_{(m, n)}}(x, y)\right]
\end{array}
$$

### 4.1.2. Block Compression

The data amount of 3D textures generated in the previous stage is usually very large. For a light field with a resolution of $m \times n \times w \times h$, the memory of a single 2D texture is $w \times h \times 4$ bytes and the memory of all textures is $m \times n \times w \times h \times 4$ bytes. Here, $m \times n$ refers to the rows and columns of the image matrix, i.e., the angular resolution of this
light field, and $w \times h$ refers to the pixel width and height of each image, i.e., the spatial resolution of this light field. For example, when an RGBA light field with a resolution of $100 \times 100 \times 512 \times 512$ is assumed to occupy 8 -bit for each channel, it means that the angular resolution of this light field is $100 \times 100$ and the spatial resolution is $512 \times 512$. Moreover, if we use the In-Core texture mapping strategy, it requires 9.8 GB of memory in the rendering.

Obviously, rendering directly using the uncompressed texture mapping strategy is not realistic for personal computers. To reduce the texture memory required for the cube surface light field rendering, these 3D textures are compressed in the block compression stage. First, each texture in the 3D texture is divided into several sub-blocks, each containing $4 \times 4$ pixels. Since the light field data is usually used to describe the color appearance of the scene, in each $4 \times 4$ pixel block, the colors in these 16 pixels have little change, as shown in Figure 4, indicating that a color disk with only a few colors can be used to represent the whole $4 \times 4$ pixel block, and the color of each pixel in the sub-block can be computed according to the color disk and a set of coefficients. Since each sub-block is only represented by a color disk with a few colors, the storage required for this 3D texture can be reduced. Assuming that the colors in the disk are evenly distributed in the linear color space defined by the gray scale of the RGB value using the transformation of $Y=0.3 * R+0.59 * G+0.11 * B$, the colors and coefficients of two endpoints ( $Y_{\max }$ and $Y_{\text {min }}$ ) can be used to further compress the color disk. The compressed texture first store two endpoints of the linear color space and all other colors can be obtained by interpolating these two endpoints with different coefficients.


Figure 4. The color similarity within $4 \times 4$ pixel blocks in a single image (with permission from Ref. [35]). (a) the selected four $4 \times 4$ pixel blocks: A, B, C and D, (b) the enlarged pixel details for each block.

Because the pixels of the light field images are represented by four-channel RGBA, in order to obtain a larger compression rate, 8 bytes are used to store each $4 \times 4$ pixel block in the block compression stage, so that each pixel can be represented by an average of 0.5 bytes. The file for each block includes two endpoints of color, which are the brightest $\left(c_{0}=Y_{\max }\right)$ and darkest $\left(c_{3}=Y_{\min }\right)$ color values in these 16 pixels. Both colors are stored in R5G6B5 format, i.e., 5 bits, 6 bits, 5 bits per channel, and 2 bytes per color. Since there is no transparency in the cube surface light fields, the A channel here can be ignored. In addition, two additional colors are used to further improve the compression rate, which are computed by Equation (6) with $\alpha=2 / 3, \beta=1 / 3$ for $c_{1}$ and $\alpha=1 / 3, \beta=2 / 3$ for $c_{2}$.

$$
\begin{equation*}
Z=\alpha * X+\beta * Y \tag{6}
\end{equation*}
$$

Therefore, each $4 \times 4$ pixel block are represented by four colors $c_{0}, c_{1}, c_{2}, c_{3}$. At the same time, each block contains 16 pixels, and 16 coefficients are required to represent all the pixel colors. Each index requires two bits of memory cost, and an additional four bytes are required to store all the 16 indexes. The color of each pixel in the pixel block is encoded by the nearest color in four colors, and is represented by a query table: $c_{0}: 00, c_{1}: 01, c_{2}: 10$, $c_{3}: 11$. With the block compression, the data amount of each pixel block can be reduced to $1 / 8$. In our experiments, we use DirectDraw Tex to compress the light field images into a
separate DirectDraw Surface (DDS) container and then pass the DDS file to the fragment shader as a 3D texture for the subsequent GPU texture query of light rays.

### 4.2. Geometry Processing

The purpose of geometry processing is to compute the parameters of the desired light rays and to query each ray's color from the cube surface light field textures. Since we use a unified cube geometry to parameterize the light rays by two intersections. This makes it possible to compute the desired light rays parameters only by computing the two intersection points between the rays emitted from the viewpoint and the cube surface. Since the cube surface light field uses the cube map to store the light rays, the color value of the corresponding light rays can be directly fetched by texture mapping, and the computational complexity of the light ray query is $\mathrm{O}(1)$.

Figure 5 shows the relationship between an arbitrary pixel in the image plane of a novel viewpoint and the cube surface light field. Given the viewpoint parameters (camera parameters), all the light rays from this viewpoint to each pixel in the image plane can be defined, and the intersection points between each light ray and the cube surface can also be computed. Both generating light rays from the viewpoint to the image plane and testing intersections can be achieved by a single-layer ray casting. Different from traditional ray casting, single-layer ray casting only needs to query the pixel colors from the outermost image, instead of superimposing the pixel colors of all the intersected images.


Figure 5. Relationship between a desired novel viewpoint, pixel in image plane and the cube surface light field in the rendering.

Due to the simplicity and regularity of the cube surface, computing the intersections is so simple that the cube surface light field rendering can achieve real-time performance on personal computers. After computing the light rays parameters, we need to query the color of these light rays. If the desired light ray is just located at a sampled point, the sampled color can be used for the color of this light ray. If the desired light ray is located in the under-sampled regions, different interpolation rendering can be used in texture mapping to blend the adjacent sampled light rays. In the cube surface light field rendering, the nearest neighbor interpolation (NNI), linear interpolation (LI), and bilinear interpolation (BLI) algorithms can be used to deal with those under-sampled light rays. In this paper, bicubic interpolation ( BCI ) and cubic B-spline interpolation (CBSI) algorithms are expanded to further reduce the aliasing artifacts. Algorithm 1 describes the pipeline of rendering novel views from arbitrary viewpoints.

```
Algorithm 1 Interactive Novel View Rendering
Input: The set of block compressed light fields, \(L\); The cube geometry, \(C:\left\{v_{\max }, v_{\min }\right\}\);
    The current camera matrix, \(M_{4 \times 4}:\left\{\boldsymbol{v}_{\text {pos }}, v_{\text {directions }}\right\}\);
Output: The frame buffer for novel view, \(I\);
    Clear all the pixel colors in I to \(0 x 000000\);
    for all pixels \(P(x, y) \in\) the image plane do
        Generate a camera ray \(\boldsymbol{r}_{i}\) from \(v_{p o s}\) to \(p_{i}(x, y), \boldsymbol{r}_{i}=\boldsymbol{v}+t * \boldsymbol{d}\);
        \(\boldsymbol{t}_{\text {min }}=\min \left(\left(v_{\text {min }}-v\right) / d,\left(v_{\text {max }}-v\right) / d\right)\);
        \(t_{\text {max }}=\max \left(\left(v_{\text {min }}-v\right) / d,\left(v_{\text {max }}-v\right) / d\right) ;\)
        \(t_{0}=\max \left(\max \left(t_{\text {min }} \cdot x, t_{\text {min }} \cdot y\right), t_{\text {min }} \cdot z\right) ;\)
        \(t_{1}=\min \left(\min \left(\boldsymbol{t}_{\max } . x, \boldsymbol{t}_{\max } \cdot y\right), \boldsymbol{t}_{\max } . z\right)\);
        if \(t_{0}<t_{1}\) and \(t_{0}>0.0\) then
            \(v_{0}=v+t_{0} * d ;\)
            \(v_{1}=v+t_{1} * d ;\)
            Get the texture coordinates of \(v_{0}\) and \(v_{\mathbf{1}}, v_{\mathbf{0}} \longrightarrow\left(u_{i}, v_{i}\right), v_{\mathbf{1}} \longrightarrow\left(s_{i}, t_{i}\right)\);
            Select N rays \(\left(u_{j}, v_{j}, s_{j}, t_{j}\right)\) adjacent to \(\left(u_{i}, v_{i}, s_{i}, t_{i}\right)\);
            \(\boldsymbol{I}_{p_{i}(x, y)}=\sum_{j=1}^{N} \boldsymbol{L}\left(u_{j}, v_{j}, s_{j}, t_{j}\right) * \omega_{j} ;\)
        end if
    end for
```


### 4.2.1. Bicubic Interpolation Rendering

Without losing generality, assuming a ray passing through a direction $\left(s^{*}, t^{*}\right)$ is undersampled, BCI rendering requires searching for the adjacent sampled light rays in the $u$ and $v$ dimensions. For each under-sampled light ray, the $4 \times 4$ adjacent sampled light rays are selected and blended according to the specific weights. The blending equation can be described as Equation (7).

$$
\begin{equation*}
\mathrm{L}\left(u, v, s^{*}, t^{*}\right)=\sum_{i=0}^{3} \sum_{j=0}^{3} \mathrm{~L}\left(u_{i}, v_{j}, s^{*}, t^{*}\right) * \omega\left(u_{i}, v_{j}\right) \tag{7}
\end{equation*}
$$

where the weight $\omega\left(u_{i}, v_{j}\right)$ is computed by Equations (8) and (9).

$$
\begin{equation*}
\omega\left(u_{i}, v_{j}\right)=\omega\left(d_{u_{i}}\right) * \omega\left(d_{v_{j}}\right) \tag{8}
\end{equation*}
$$

$$
\omega(d)= \begin{cases}(a+2) *|d|^{3} &  \tag{9}\\ -(a+3) *|d|^{2}+1, & \text { if }|d| \leq 1 \\ a *|d|^{3} & \\ -5 * a *|d|^{2} & \\ +8 * a *|d|-4 * a, & \text { if } 1<|d| \leq 2 \\ 0, & \text { otherwise }\end{cases}
$$

in which the range of $a$ is $(-1,0)$, and generally it is taken as a fixed value, i.e., -0.5 . The distances $d_{x}$ and $d_{y}$ are computed by Equation (10) and Equation (11), respectively.

$$
\begin{align*}
d_{u_{i}} & =u_{i}-u  \tag{10}\\
d_{v_{j}} & =v_{j}-v \tag{11}
\end{align*}
$$

Similarly, assuming that a light ray passing through a position $\left(u^{*}, v^{*}\right)$ is undersampled, the color of this light ray can be computed by blending the corresponding light rays in the $s$ and $t$ dimensions using Equation (7).

### 4.2.2. Cubic B-Spline Interpolation Rendering

For those under-sampled light rays, the CBSI rendering selects the $4 \times 4$ adjacent sampled light rays and blends them according to the different weights. This blending equation is the same as Equation (7), and the difference is the computation of $\omega(d)$ which is defined by Equation (12).

$$
\omega(d)= \begin{cases}\frac{2}{3}-\left(1-\frac{|d|}{2}\right) *|d|^{2}, & \text { if }|d| \leq 1  \tag{12}\\ \frac{1}{6} *(2-|d|)^{3}, & \text { if } 1<|d| \leq 2 \\ 0, & \text { otherwise }\end{cases}
$$

It is worth noting that the cube surface light field is represented by a set of cube maps. In the light ray query stage, it is necessary to implement the viewpoint space ray query as well as the image space ray query. The above two interpolation methods can be used when querying light rays by texture mapping, and in general, CBSI can achieve better anti-aliasing effects. Considering that the resolution of the image space is much larger than that of the viewpoint space, in order to reduce the computational consumption, simple interpolation methods such as NNI and LI are used for the light ray query. For the query in the viewpoint space, it is necessary to use an appropriate interpolation algorithm such as CBSI to avoid a large computation deviation of light rays.

## 5. Results and Discussion

We use OpenGL and GLSL to implement the proposed rendering method on a personal computer with Intel Xeon(R) CPU E5-1650v4 @3.60 GHz CPU, 16 GB RAM, and Nvidia Quadro P4000 GPU. In this section, we first analyze the DoF of renderable viewpoints in ray space. Then, we study the time performance of our method and compare it with the path tracing rendering. The quality of images rendered by various interpolations and path tracing are evaluated finally.

### 5.1. Ray Space Analysis

The cube surface light field is presented by a set of cube maps arranged by the texture coordinates, i.e., the sampling points. Each sampling point in the viewpoint space represents all the light rays starting from this point to the whole image space. All the sampling points in the viewpoint space amalgamated to form a viewpoint cube map. Therefore, the coverage of the viewpoint cube map has an important impact on the DoF of the subsequent rendering.

Considering that it is easier to understand the light ray's distribution in ray space, we convert the light rays in 3D space (Cartesian coordinate system, CCS) to ray space (Polar coordinate system, PCS). Without losing generality, the light ray's projection on the XOY plane is taken as an example to analyze the ray space distributions. Given an arbitrary light ray R in 3D space, its projection on the XOY plane can be marked as Figure 6a. The angle with the $+X$ axis is denoted as $\theta$ and the distance between this projection line to the origin of CCS is denoted as $r$. Taking $\theta$ and $r$ to be the two coordinate axes of the new coordinate system, this light ray $R$ is converted from CCS to PCS, as shown in Figure 6b. We define the domain of $\theta$ as from $-\pi$ to $\pi$. When a light ray intersects with the positive of the X -axis in CCS, $r$ is positive. On the contrary, $r$ is negative. Each light ray is marked by a black dot and all the light rays constitute the shaded area in PCS.


Figure 6. The distributions of light ray in two different coordinate systems. (a) a single ray in CCS, (b) a single ray in PCS, (c) 2PP light field in CCS, (d) 2PP light field in PCS, (e) the cube surface light field in CCS, (f) the cube surface light field in PCS.

The traditional 2PP light field has been widely studied, and its light ray's spatial distributions are shown in Figure $6 \mathrm{c}, \mathrm{d}$. It can be seen that the 2PP light field can only represent a subset of light rays, and cannot completely describe the light rays in the whole observation space. Therefore, only a part of viewpoint images can be provided in the rendering stage.

Figure 6 f shows the light ray's distribution of the cube surface light field in ray space. It can be seen that the angular domain $\theta$ is symmetric in $(-\pi, \pi)$, which covers the whole observation space outside the cube surface. The domain of the light ray's distance $r$ is symmetric on $(-a, a)$ where $a$ is half of the square of the diagonal length, and the light rays are uniformly distributed in the closed area composed of $\theta$ and $r$.

### 5.2. Time Performance

To evaluate the time performance of the proposed method, we use a cube surface light field of the Cornell Box with a resolution of $64 \times 64 \times 256 \times 256$ for all of our experiments. The under-sampled light rays are all processed by the CBSI, and the images with the resolutions of $512 \times 512,1024 \times 1024,2048 \times 2048,4096 \times 4096$ are rendered for this evaluation. We count the frame rate of generating 100 novel views using our interactive rendering as well as the path tracing rendering with the corresponding resolutions. The comparisons of these two kinds of frame rates are shown in Figure 7. It is worth noting that the frame rate of the path tracing rendering refers to the time consumption when each pixel represents by only one light ray. Although the configuration in the path tracing rendering will lead to aliasing artifacts, this evaluation only considers the time performance of different methods.

It can be seen that different rendering resolutions have little influence on the frame rate. With the improvement of rendering resolution, the frame rate does not decrease or increase significantly. This is because 3D texture mapping is implemented in GPU with parallel acceleration. Under the same rendering resolution, our method can get a higher frame rate than the path tracing rendering, and the highest frame rate reaches more than 250 FPS. In contrast, the average frame rate of the path tracing rendering is about 30 FPS, indicating that our method gets better time performance. This is because our rendering
only requires querying light rays from the pre-sampled cube surface light field, and the complexity for the light ray query is $\mathrm{O}(1)$ by using compressed 3 D texture mapping.


Figure 7. The time performance of rendering the cube surface light field with various image resolutions. (a) rendering resolution is $512 \times 512$, (b) rendering resolution is $1024 \times 1024$, (c) rendering resolution is $2048 \times 2048$, $(\mathbf{d})$ rendering resolution is $4096 \times 4096$.

At the same time, we also count the frame rate when using different interpolation methods (NNI, LI, BLI, BCI, and CBSI) to render novel views with a fixed image resolution of $2048 \times 2048$ pixels. As can be seen from Figure 8, different interpolation methods have an obvious influence on the rendering frame rate, and more complex interpolation methods will appropriately reduce the frame rate of interactive novel view rendering. This is because the complex interpolation algorithm requires blending more light rays, which increases the computation consumption. When the CBSI is used for processing the under-sampled light rays, the average frame rate of the proposed method is about 75 FPS (the lowest average frame rate), i.e., the worst-case can still meet the real-time requirement for human eyes. This is due to the simplicity of our single-layer ray casting algorithm and the GPU parallel acceleration of the light ray query, making the rendering in real-time.

In this evaluation, the memory usage of our method is about 384 MB for the cube surface light field images, while the memory usage of the path tracing rendering is almost negligible because of the geometric simplicity of the Cornell Box scene. Our method uses the cube surface light field to encode the whole scene's geometry and appearance. In contrast to traditional mesh-based methods, our method does not depend on the geometric complexity of the scene, i.e., the geometric complexity of the scene can hardly influence the rendering efficiency. However, the traditional mesh-based methods must consider the rendering overhead caused by various scenes' geometric structures. Moreover, mesh-based large scene rendering is still a problem to be further studied. Compared with the learningbased methods, our method can achieve interactive free-viewpoint rendering. For example, the local light field fusion [6] limits the viewpoints of the light field in a local small range, while the viewpoint of our method is arbitrary in arbitrary positions and directions outside the cube surface. NeRF [15] takes a lot of time to render a single image while our method can reach more than 75 FPS on a personal computer with moderate configurations.


Figure 8. The time performance of rendering the cube surface light field using different interpolations. (a) NNI, (b) LI, (c) BLI, (d) BCI, (e) CBSI, (f) the average frame rate of each interpolation method.

In addition, the proposed method is compared with a related method, i.e., 2PP light field to study its performance. To ensure the fairness of this experiment, we use the same approach, i.e., CBSI to render the 2PP light field. The difference is that the input data is no longer the cube surface light field images of the Cornell Box scene but the 2PP light field images which viewpoints are co-planar and imaging planes are also located on a common plane. We report the average frame rate and memory usage of our method and 2PP method when rendering 100 novel views with a resolution of $2048 \times 2048$ pixels, as shown in Table 1 . The similar results should be extended to other resolutions and interpolations.

Table 1. Comparison of memory usage and frame rate between our method and the 2PP light field.

| Item | Method |  |
| :---: | :---: | :--- |
|  | 2PP Light Field Rendering | Cube Surface Light Field Rendering |
| Memory Usage (MB) | 128 | 384 |
| Average Frame Rate (FPS) | 75 | 75 |

As can be seen from Table 1, the average frame rate of 2PP light field rendering is basically the same as our method, but the memory usage is less than the proposed method. This is because 2PP light field only represent a subset of light rays in the scene, which reduces the total light field data amount but also limits the DOF of rendering viewpoints. On the contrary, by sampling all the light rays on the cube surface, our method can provide free-viewpoint rendering, even though the data amount is greater than the 2PP light field.

### 5.3. Rendering Quality

To evaluate the quality of images rendered by our method, we use the cube surface light field with a resolution of $64 \times 64 \times 256 \times 256$ and compare the images rendered by several light field interpolation methods with the images rendered by the path tracing. Partial images rendered with a resolution of $2048 \times 2048$ pixels are shown in Figure 9.

As can be seen from Figure 9, the rendering results by the cube surface light field can reconstruct the global illumination effect of the scene. Especially, a more accurate global illumination effect can be rendered when a more appropriate interpolation method is used. For example, the NNI rendering produces aliasing artifacts, while the CBSI rendering produces smoother images. It also proves from another aspect that our method can be used to accelerate the path tracing rendering. This is because our method records the light rays generated by the path tracing rendering in advance, and only a light ray query is needed in the rendering stage.


Figure 9. The comparison of novel views rendered by different methods (each column) at different viewpoints $\mathrm{A}, \mathrm{B}$ and C (each row).

To further illustrate the quality of rendered images, we use the non-reference image evaluation indexes, BRISQUE [36] and NIQE [37] to evaluate all images in viewpoint A and report the results in Table 2. The lower the values of BRISQUE and NIQE are, the better the image quality is. As can be seen from Table 2, the best BRISQUE and NIQE are achieved by the path tracing rendering and the CBSI rendering, respectively. Moreover, the CBSI rendering gets the second higher BRISQUE score. This is because each pixel is represented by no more than 16 rays in the cube surface light field rendering while more than 100 rays are blended for each pixel in the path tracing rendering which makes the rendered images smoother. Different interpolation rendering can produce different visual effects, indicating that the more correlated light rays are selected, the more accurate the results are for the under-sampled light rays.

We compare the images rendered by our method with the reference images rendered by the path tracing when 1000 rays are sampled from each pixel and report the SSIM and PSNR in Figure 10. The CBSI rendering and the NNI rendering get the highest SSIM and PSNR, respectively. This is because the CBSI rendering produces smoother images that are closer to the images rendered by the path tracing rendering. However, the CBSI rendering will blur the edges in the rendered images, making its PSNR lower than others.

Table 2. The BRISQUE and NIQE evaluations on the novel views rendered by different methods. The green number indicates the best result among the different interpolation methods, and the red number indicates that path tracing method gets better results.

| Viewpoint | Index | Method |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NNI | LI | BLI | BCI | CBSI | Path Tracing |
| A |  | 39.16 | 38.7 | 38.42 | 37.65 | 37.08 | 30.29 |
|  |  | 4.94 | 4.78 | 4.65 | 4.6 | 4.49 | 11.16 |
|  |  | 35.76 | 35.66 | 35.28 | 35.58 | 34.74 | 17.91 |
| B |  | 4.8 | 4.72 | 4.52 | 4.52 | 4.45 | 10.32 |
|  |  | 36.32 | 36.01 | 35.47 | 35.68 | 34.86 | 26.24 |
| C | NIQE | 4.92 | 4.74 | 4.52 | 4.55 | 4.43 | 11.06 |


(a)

(b)

Figure 10. The comparisons between different interpolation methods and the path tracing rendering using (a) SSIM and (b) PSNR.

### 5.4. Limitations

All the light field data used in our experiments are synthesized by the path tracing rendering and thus one of our future works is to construct the cube surface light field from the real-captured images and achieve interactive free-viewpoint rendering. Moreover, various vision tasks, such as image relighting and refocusing that benefit from the cube surface light field representation, will also be further investigated.

## 6. Conclusions

To overcome the limited viewpoint freedom and poor time performance in freeviewpoint rendering, this paper has proposed a novel method that encodes the whole scene by the cube surface light field and renders the novel views using a single-layer ray casting algorithm. We adopted a texture compression algorithm to make the light field's data amount acceptable for a personal computer and processed the under-sampled light rays using several light field interpolation methods, including the BCI and CBSI. The cube surface light field represents all the light rays that have a significant impact on the scene's appearance, indicating that the DoF of the viewpoints during the rendering can be at arbitrary positions and viewing directions outside the cube surface. Experimental results have demonstrated that the proposed method significantly improves the DoF of rendering compared with traditional 2PP light field methods. Moreover, results have also proved that our method has the advantages of real-time performance (more than 75 FPS on a moderate computer) and can render arbitrary views interactively while ensuring high image quality.
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